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Introduction
The electric power system includes the low-voltage distribution network (LVDN), which 
is in charge of transferring electricity from substations to final consumers. Low-voltage 
distribution usually includes 220 V cables, switchboards, switchgear, etc., which is used 
to distribute the power transmitted by high-voltage transmission lines to the users, and 
is the last link of the power supply service, and its daily management and maintenance 
level directly affects the users’ experience and satisfaction with the power (Mehrim 
2022). However, for a long time, LVDN lines are difficult to effectively control, and there 
are problems such as frequent line changes. The traditional maintenance of the topologi-
cal relationship of the station area requires staff to go to the site for data collection and 
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Abstract
For a long time, the low-voltage distribution network has the problems of untimely 
management and complex and frequently changing lines, which makes the problem 
of missing grid topology information increasingly serious. This study proposes an 
automatic grid topology detection model based on lasso algorithm and t-distributed 
random neighbor embedding algorithm. The model identifies the household-variable 
relationship through the lasso algorithm, and then identifies the grid topology of 
the station area through the t-distributed random neighbor embedding algorithm 
model. The experimental results indicated that the lasso algorithm, the constant least 
squares algorithm and the ridge regression algorithm had accuracies of 0.88, 0.80, 
and 0.71 and loss function values of 0.14, 0.20, and 0.25 for dataset sizes up to 500. 
Comparing the time spent on identifying household changes in different regions, 
in Region 1, the training time for the Lasso algorithm, the Constant Least Squares 
algorithm, and the Ridge Regression algorithm is 2.8 s, 3.0 s, and 3.1 s, respectively. 
The training time in region 2 is 2.4s, 3.6s, and 3.4s, respectively. The training time 
in region 3 is 7.7 s, 1.9 s, and 2.8 s, respectively. The training time in region 4 is 
3.1 s, 3.6 s, and 3.3 s, respectively. The findings demonstrate that the suggested 
algorithmic model performs better than the other and can identify the structure of 
LV distribution networks.
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troubleshooting, which makes the efficiency low (Ma et al. 2023). Due to the lack of a 
correct structure of the station topology map, the management of power lines appears 
to be extra difficult, such as fault detection, three-phase unbalance and line loss reduc-
tion. The LVDN has the problem of untimely management and complex and frequently 
changing lines, which makes the problem of missing topology information in the power 
grid increasingly serious. Therefore, this study proposes an automatic grid topology 
detection model based on Lasso algorithm and t-SNE algorithm, which identifies the 
household-variable relationship by Lasso algorithm, and then identifies the topology of 
the station grid by t-SNE algorithm model. Intended to achieve more refined manage-
ment of the power grid and provide a more efficient method for its management. The 
study is structured into four primary sections. The first section provides a synopsis of 
the grid structure research issues of other academics. The second part is an overview 
of the algorithms mainly used in this research, and the third part is the model results 
obtained by applying the algorithms to the research and analyzing the results. An over-
view of the previous research and a plan for further research are presented in the fourth 
section.

Related works
LVDN is a key component of the power grid that helps link users to it. A novel trans-
formerless interconnected cascaded multistage architecture was proposed by Hock and 
Batschauer to enhance the low- and medium-voltage distribution networks’ ability to 
withstand unbalanced nonlinear loads. Based on a single star bridge cell with three star-
connected inductors to interchange active power (AP), the structure was constructed. 
Based on experimental results, it was shown that the proposed topology, when paired 
with the control system, could effectively minimize load disturbances, boost regulation 
capabilities, and regulate grid current and DC voltage (Hock and Batschauer 2022). To 
make the best use of the current grid structure and maximize the integration of renew-
able energy sources, Miller et al. suggested a time series based planning method for high 
voltage distribution networks. The method determined line load indicators based on line 
overloads and losses, and automatically implemented grid reinforcement and expansion 
measures to meet security requirements. At the same time, the grid topology informa-
tion was considered to realize efficient expansion. The outcomes revealed that the ability 
of the method has high efficiency (Miller et al. 2022). Paul et al. proposed a new trans-
formerless microinverter topology. Simulation and experimental studies verified the 
effectiveness and feasibility of the scheme (Paul et al. 2023). For transmission system 
parameter identification, Xia et al. devised a novel multi-scale folded attention map con-
volutional network to get over the drawbacks of conventional deep learning techniques. 
The network created a NestedTask Block loss function to balance the parameters of large 
and small targets, and it employed U-block to sample the multi-scale data. The multi-
scale folded attention map convolutional network outperforms state-of-the-art tech-
niques in recognition, according to experimental results (Xia et al. 2022).

To overcome the scalability limitations of t-SNE when dealing with large datasets, 
Henrique et al. proposed a new model by embedding multidimensional data points in 
3D space and optimizing the memory access strategy and utilizing acceleration tech-
niques to improve the model. According to the results, the design showed promise for 
use in a multi-core processor environment and increased execution performance by up 
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to 460% when compared to the conventional t-SNE model (Henrique et al. 2021). Liu 
et al. introduced the t-distributed stochastic neighborhood embedding method in order 
to assist the clustering analysis of groundwater geochemical data. The findings demon-
strated that t-SNE is a viable auxiliary technique since it is more effective than principal 
component analysis at identifying the number of clusters and defining spatial bands of 
groundwater geochemistry (Liu et al. 2021). To differentiate type 2 active nuclei from H 
ii galaxies in BPT maps, Zhang et al. developed an t-SNE technique applied to localized 
narrow emission line galaxies. The outcomes showed that, in 2D projection maps, t-SNE 
can distinguish between type 2 active galactic nuclei and H ii galaxies with great clarity. 
It can also mathematically ascertain the demarcation line of the BPT map, which pre-
cisely aligns the theoretical expectation with the factual observation and offers a useful 
technique for the classification of composite galaxies (Zhang et al. 2020).

In summary, many scholars have studied the topology structure of power grids and 
achieved certain results, but no one has introduced the Lasso algorithm into the identi-
fication of power grid topology structure. Moreover, research may focus too much on a 
specific aspect of the problem, while neglecting the comprehensive consideration of the 
overall system. Due to limitations in the size or quality of the dataset, the proposed algo-
rithm or model may have poor performance or low efficiency. This has led to a certain 
impact on the credibility of the experimental results. This study proposes an automatic 
grid topology detection model based on Lasso algorithm and t-SNE algorithm, which 
recognizes the household-variable relationship by Lasso algorithm, and then recognizes 
the PGT of the station area by t-SNE algorithm model.

PGT study based on Lasso algorithm and t-SNE algorithm
The study proposes a Lasso algorithm based grid household variable relationship iden-
tification model, which recognizes the household variable relationship through Lasso 
algorithm. Then a PGT identification model based on Lasso algorithm with t-SNE algo-
rithm is proposed, which identifies the topology of the station grid through t-SNE algo-
rithm model.

Household change relationship identification model based on Lasso regression modeling

Metering automation system is a system that utilizes computer technology, sensors, 
actuators and other equipment to automate the control and monitoring of the measure-
ment process. Through this system, the user’s information on various electricity con-
sumption links is collected. Such as low-voltage user centralized copying, distribution 
substation metering monitoring, and dedicated substation load management and other 
links (Lambert et al. 2022). Among them, distribution transformer metering and mon-
itoring refers to the process of power metering and monitoring of distribution trans-
formers. The power system’s distribution transformer, which converts electrical energy 
from high-voltage transmission lines into electrical energy appropriate for low-voltage 
customers, is a crucial component. Distribution transformer monitoring and meter-
ing is required to ensure accurate metering of electrical energy and reliable operation 
of the distribution system. Distribution substation monitoring terminals are generally 
connected to the main station through a wireless communication channel to interact 
with the data. Low-voltage centralized copying system is a kind of system used for data 
collection and monitoring of low-voltage power users, which is usually applied to the 
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scope of low-voltage power grids such as cities and neighborhoods (Xu et al. 2023a, b). 
The architecture of this type of system mainly includes components such as hardware 
devices, communication networks, data acquisition and processing software, and its 
structure is shown in Fig. 1.

In Fig.  1, the low-voltage centralized metering system consists of three main parts, 
namely, the master station, the concentrator and the collector. The main station is the 
core management center of the low-voltage meter reading system, usually located in the 
power operation management department or data center. The main station is respon-
sible for monitoring, managing, and controlling the operation of the entire low-voltage 
collection and reading system. Establish communication connections between the main 
station, concentrator, and collector, receive data from the collector, process the data, and 
generate corresponding reports, analysis results, or operation instructions. The main 
station can also perform system configuration, fault diagnosis, and remote control oper-
ations. A concentrator is an intermediate node located between the collector and the 
main station, responsible for receiving data from the collector and transmitting it to the 
main station for processing and management. Concentrators are usually deployed within 
the coverage range of the power grid, with strong communication and processing capa-
bilities, able to support communication with multiple collectors, and achieve central-
ized data aggregation and transmission. A collector is a device installed in a low-voltage 
power grid, used to monitor and collect real-time data information of the power system, 

Fig. 1 Structure of low voltage collecting and reading system
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such as current, voltage, power, energy consumption, etc. Collectors are usually installed 
on key nodes or equipment in the power grid, connected to power equipment to col-
lect real-time data and transmit it to the concentrator or main station. The deployment 
and configuration of the collector can be adjusted and optimized according to specific 
monitoring needs and system architecture to achieve real-time monitoring and manage-
ment of the power grid operation status. Existing grid companies are able to collect grid 
data on the transformer side and the customer side through metering automation sys-
tems [12–13]. The traditional identification algorithm based on the similarity of voltage 
series has misjudgment, but the current data of the transformer low voltage side and the 
user side have a logical relationship, however, the synchronization of the time of the data 
usually collected has a big problem, and it cannot reflect the current load situation at a 
certain moment. Equation (1) expresses the law of energy conservation’s formula, which 
states that a station’s daily power supply is equal to the total daily power consumption of 
all of its users.

yd =
n∑

i=1

αixi(d) + εd  (1)

In Eq. (1), xi(d)  is the amount of electricity on day d  of the i th customer meter in the 
station to be identified. y  denotes the total collected electricity and n  denotes the total 
meters. m  denotes the total amount of data and εd  denotes the error variable, which 
mainly has meter accuracy as well as time error. αi  denotes the regression coefficient to 
be solved, and the relationship is shown in Eq. (2).

αi =

{
1, Right

0, wrong
 (2)

When αi  in Eq. (2) equals 0, it indicates that the user does not belong to the identified 
station area and the household-transformer relationship is inconsistent; on the other 
hand, when αi  equals 1, it indicates that the user is within the identified station area for 
the power supply and the household-transformer relationship is accurate. Since in the 
real situation, the line of the station area has loss problems, the larger the electrical load 
and the farther the load point is from the transformer, the greater the loss to the station 
area (Luo et al. 2022). Therefore the household variable linear model is shown in Eq. (3).

Y = Xβ + ε  (3)

In Eq.  (3), X  denotes the user power matrix and Y  denotes the column vector of the 
total meter power of the station. β  denotes the column vector of regression coefficients 
and ε  denotes the column vector of errors. The optimization objective function of lin-
ear regression is to minimize the mean square deviation and its expression is shown in 
Eq. (4).

β̂ = arg minβ ‖Y − Xβ‖2
2 (4)

In Eq. (4), β̂  denotes the estimated regression coefficient, Y  is the dependent variable, 
and X  is the independent variable. β  denotes the actual regression coefficient, and ‖·‖  
denotes the L2 paradigm. If the regression coefficient is found to be close to 0, it is a 
meter that does not belong to that station area. The algorithm is belongs to the least 
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squares problem, and the advantage of the least squares method is that the principle 
is very simple and easy to understand. And under certain conditions, the least squares 
method can guarantee the uniqueness and existence of parameters. However, the scope 
of application is limited to meet the needs of actual data analysis (Xu et al. 2023a, b). 
Therefore, the problem can be solved by Lasso regression. Lasso algorithm is a regu-
larization algorithm for linear regression and related problems. The Lasso algorithm 
can automatically select the most important features by adding L1 norm penalty to the 
objective function, promoting sparsity of model coefficients and compressing irrelevant 
or redundant feature coefficients to zero. Due to the Lasso algorithm’s ability to com-
press the coefficients of certain features to zero, the final model is more concise and easy 
to interpret. This allows for a clearer understanding of the impact of the model on the 
prediction results, thereby providing more convincing explanations for decision-making. 
The Lasso algorithm can to some extent handle the problem of multicollinearity, that is, 
when there is strong correlation between features, the Lasso algorithm can effectively 
select one of the features and compress the coefficients of other related features to zero, 
thereby reducing the risk of overfitting in the model. The Lasso algorithm introduces L1 
norm penalty during the fitting process, which makes the coefficients of the model more 
stable. Compared to ordinary least squares linear regression, Lasso algorithm has a cer-
tain anti-interference ability for noise and outliers in the data. The algorithm introduces 
the L1 regularization term on the basis of the least squares method, and achieves param-
eter estimation by minimizing the objective function, and its objective optimization is 
shown in Eq. (5).

β̂ = arg minβ ‖Y − Xβ‖2
2 + λ‖β‖1 (5)

In Eq.  (5), λ  represents the penalty coefficient, and the size of the penalty coefficient 
affects the number of non-zero coefficients in the regression coefficients. The penalty 
term has less of an effect when λ  is small, and it will have less of an impact on the coef-
ficients in β  when λ  is high. Therefore, the choice of the penalty coefficient is more 
critical. The regression coefficients of the Lasso function are updated by the coordinate 
descent method, and the obtained linear model is fitted by the regularization algorithm. 
Equation (6) provides an expression for the prediction error, which is used to assess the 
correctness of the fitted model.

PEλ = E ‖Y0 − η̂λ(X0)‖2
2 (6)

In Eq.  (6), E(·) represents the expectation of the corresponding sequence. Different 
λ  correspond to different errors. The accuracy of the model is tested by K-fold cross-
validation. Cross-validation is a statistical method used to estimate the performance 
of machine learning models. It involves partitioning the data into subsets, training the 
model on some subsets (training set), and validating it on others (validation set). This 
helps prevent overfitting and ensures the model generalizes well to new data. The 
expression of which is shown in Eq. (7).

CVλ(K) =
1
K

K∑

k=1

[
1
nk

nk∑

i=1

(
Yi − η̂−k

λ (Xi)
)2

]

 (7)
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In Eq. (7), the penalty coefficient λ  selects the value of λ with the optimal average pre-
diction error, and the household variable identification (HVI) process based on the total 
meter of the station and the user’s metered power is shown in Fig. 2.

In Fig. 2, Firstly, obtain the user electricity meter data of the substation’s total meter 
box and initialize the Lasso model. Convert the daily electricity consumption data from 
the unrecognized substation total table and low-voltage user table into matrix form. 
Then initialize the user’s electricity consumption regression coefficient and set the Lasso 
model parameters. Divide the data into training and testing samples, and iteratively 
solve the regression coefficients using coordinate descent method to determine whether 
the regression coefficients converge. When convergence is not achieved, the regression 
coefficients are iteratively solved using the coordinate descent method again until con-
vergence is determined. Then determine whether 10 cross validations have been com-
pleted. If not, continue to divide the data into training and testing samples. If completed, 
solve for the prediction error, obtain the regression coefficient value under the minimum 
prediction error, and finally identify the topological variation relationship.

PGT study based on Lasso algorithm and t-SNE algorithm

It is difficult to provide a clearer analysis of the topology structure of the power grid, as it 
only focuses on the relationship between household changes. The topology of the desk-
top distribution network is a power system structure used to realize the transmission 
and distribution of electric energy. The current grid forms are varied, of which radial 
grid lines are more common, and the more typical radial low-voltage distribution PGT is 
shown in Fig. 3.

As shown in Fig. 3, the structure of the radial LVDN has four main layers, which are 
the subscriber layer, the substation box layer, the branch line layer, and the transformer 
layer. In the branch line layer, multiple meter boxes are connected in parallel after each 
branch box, and there is no upstream and downstream physical connection relationship 
between meter box supports [16–17]. To keep the three-phase load of the station as bal-
anced as possible, the single-phase energy meters in the meter boxes need to be con-
nected to the three phases. Tree trunk LVDN structure is to lead the trunk line through 
the transformer, through the trunk line through the distribution box, the trunk line is 
divided into several branches, each branch line at the same time to the individual users, 
a typical tree trunk LV distribution PGT is shown in Fig. 4.

Fig. 2 Identification process of household transformation relationship
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In Fig. 4, the trunked LV distribution PGT has four main layers, which are the sub-
scriber layer, the meter box layer, the branch line layer and the transformer layer. The 
meter box is connected to the branch line by stringing, and generally the line between 
two neighboring meter boxes is long, and the voltage will drop due to the long grid 
line [18–19]. Equation (8) illustrates the link between the voltage and the voltage at the 
transformer’s low voltage side for each node on any line.

Fig. 4 Topological structure of tree trunk LVDN

 

Fig. 3 Topological structure of radial LVDN
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Ui = U0 −
i∑

k=1

PZkRk + QZkXk

Uk−1

PZk = Pk + Ploss−k

QZk = Qk + Qloss−k

 (8)

In Eq. (8), Ui  is the voltage at the position of node i , Pi  is the AP at node i , and Qi  is 
the reactive power (RP) at node Qi . Ri  is the resistance at node i  position and Xi  is 
the reactance value at node Xi  position. PZi  is the transmitted AP of node i and QZi  
is the transmitted RP of node i .Ploss−k  is the power transmission AP loss at node i  and 
Qloss−k  is the power transmission RP loss at node i . As the operating conditions and 
loads of the station are different at different moments, it leads to the voltage fluctua-
tion following at the customer. As a result, t-distributed stochastic neighbor embedding 
(t-SNE) downscales the voltage data. The t-SNE algorithm is primarily used to investigate 
the structure of high dimensional data. It is a nonlinear dimensionality reduction (DR) 
and visualization tool that maps high dimensional data to low-dimensional space (LDS). 
By optimizing the objective function, t-SNE can preserve the local structure between 
data points as much as possible while reducing dimensionality. This means that after 
dimensionality reduction, similar data points will still maintain relatively close positional 
relationships in low dimensional space, which is conducive to discovering local features 
and clustering structures of the data. Moreover, t-SNE is suitable for dimensionality 
reduction of high-dimensional data. Even densely distributed data in high-dimensional 
space can be mapped to low dimensional space for visualization and analysis through 
t-SNE. Meanwhile, t-SNE is a non-linear dimensionality reduction technique that can 
better capture the nonlinear relationships and structures of data compared to tradi-
tional linear dimensionality reduction methods. This makes t-SNE perform better when 
dealing with complex datasets. For any two voltage samples, the one-sided probability 
between the samples is shown in Eq. (9).

pj|i =
exp(−‖Ui − Uj‖2/2σ2

i )∑
k �=i

exp(−‖Ui − Uk‖2/2σ2
i )

 (9)

In Eq. (9), pj|i  denotes the conditional probability of a voltage data point appearing in 
another data point, and the further apart the two voltage data points are, the greater the 
value of the conditional probability, and the higher the similarity. σ  denotes the volt-
age sample centered Gaussian distribution standard deviation. For solving the standard 
deviation, it is solved by the given perplexity parameter [20–21]. The voltage data is 
downscaled by t-SNE and the probability distribution between the downscaled voltage 
data points is shown in Eq. (10).

qij =
(1 + ‖Vi − Vj‖2)

−1

∑
k �=1

(1 + ‖Vi − Vj‖2)
−1 (10)

In Eq.  (10), Vi  and Vj  represent the two voltage data points corresponding to the two 
voltage data points in the LDS. For the two sets of conceptual distributions in the 
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high- and LDS, the information loss between the two probabilities can be evaluated by 
the calculation of the KL dispersion. The t-SNE algorithm has the final optimization 
objective of the minimum KL dispersion, whose expression is shown in Eq. (11).

minC = KL(P ‖Q) =
∑

i

∑

j

pij log
pij

qij
 (11)

In Eq. (11), both P  and Q  denote matrices, pij  denotes the elements in matrix P , and 
qij  denotes the elements in matrix Q . The t-SNE algorithm model is used to optimize 
the gradient of the KL dispersion of the objective function, and then solves the low-
dimensional voltage data set, whose expression is shown in Eq. (12).

V (s) = V (s−1) + η
∂C

∂V
+ α(t)(V (s−1) − V (s−2)) (12)

In Eq. (12), S  denotes the iterations, α(t)  denotes the power factor, and η denotes the 
learning rate. The flowchart of voltage data DR based on t-SNE is shown in Fig. 5.

In Fig. 5, the voltage data DR process based on t-SNE first obtains the total meter and 
single-phase user voltage data of the station area, and then sets various parameters, such 
as perplexity, DR, iteration number and power factor. Then calculate its one-sided prob-
ability, i.e., probability distribution, initialize the DR result of the voltage data set, cal-
culate the low-dimensional probability distribution, solve the low-dimensional voltage 
data set iteratively by the gradient descent method, determine whether the iteration is 
completed or not, and if the iteration is not completed, then continue to calculate its 
status probability distribution. If the iteration is completed, the final DR result is output. 
The user phase difference is distinguished by unsupervised clustering algorithm, and the 
user characteristics are clustered by mean chain algorithm. The user is detected by the 
household change detection model based on Lasso regression algorithm, and then the 

Fig. 5 Flow chart of voltage data DR based on t-SNE
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phase and meter box topology are recognized by t-SNE-based PGT, whose model struc-
ture is shown in Fig. 6.

In Fig. 6, the reduced-dimensional voltage dataset is first input to set the clusters for 
phase and meter box, and then the individual voltage samples are used as a class cluster 
to calculate the similarity between any two clusters. The two class clusters with the larg-
est similarity are fused to determine whether the required clusters is reached, and if it is 
not reached, the similarity between the two clusters continues to be calculated repeat-
edly. If the number is reached, the user’s phase topology is analyzed and obtained. The 
relationship between the user’s and the transformer is recognized by Lasso algorithm to 
get the meter box topology and finally the topology information is output. This model 
identifies the household change relationship and reduces the dimensionality of the data 
through the Lasso algorithm, and then identifies the topology of the substation power 
grid through the t-SNE algorithm model.

PGT modeling based on Lasso algorithm and t-SNE algorithm
The study introduces ordinary least squares (OLS) and ridge regression (RR) to com-
pare the performance of the model, and then introduces agglomerative clustering (AC) 
method and K-Means method to compare the clustering effect of the model.

Performance analysis of household change relationship identification model based on 

Lasso regression modeling

This study selected multiple low-pressure platforms under the jurisdiction of a certain 
city or region as the research objects, and collected data as the dataset by consulting 
relevant literature.The CPU used for the experimental hardware configuration is Intel 
Core i5-8750 H, the GPU is NVIDIA Geforce GTX2080Ti with 8 GB of video memory, 
and 16 GB of RAM. OLS and RR are introduced for comparison. And Fig. 7 displays the 
outcomes.

Figure 7 (a) shows the information loss rates of the three algorithms on different data-
sets, while Fig. 7 (b) shows the loss functions of the three algorithms on different datas-
ets. As shown in Fig. 7 (a), as the training set increases, the information loss rates of the 
three algorithms also continuously decrease. When the dataset reaches 500, the infor-
mation loss rates of Lasso algorithm, OSL algorithm, and RR algorithm are 0.15, 0.13, 
and 0.11. The proposed Lasso algorithm performs the best among the three algorithms. 
The Lasso algorithm, the OSL algorithm, and the RR algorithm have loss function values 
of 0.14, 0.20, and 0.25 when the data set reaches 500. This is in line with Fig. 7(b), which 

Fig. 6 Flow chart of phase and meter box topology identification
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shows that the loss function values of the three algorithms decrease as the training set 
expands. Of the three algorithms, the suggested Lasso algorithm has the smallest data 
function value. Out of the three algorithms, the suggested algorithm performs the best, 
according to the experimental data. Figure 8 displays the results of comparing the time 
required for HVI in various areas.

The training time of various algorithms in various regions is depicted in Fig. 8(a), and 
the recognition time of various algorithms in various regions is represented in Fig. 8(b). 
In Fig.  8(a), in region 1, the training time of Laaso algorithm, OSL algorithm and RR 
algorithm models are 2.8  s, 3.0  s, 3.1  s, respectively. In region 2, the training time of 
the three algorithms are 2.4 s, 3.6 s, 3.4 s, respectively. In region 3, the training time of 
the three algorithms are 7.7 s, 1.9 s, 2.8 s, respectively. In region 4, the training time of 
the three algorithms’ training times are 3.1 s, 3.6 s, and 3.3 s, respectively, and the algo-
rithms of each algorithm have longer algorithm training times in region 4. In Fig. 8(b), 
among the three algorithms, the proposed Laaso algorithm has the least recognition 
time among the algorithms and shows stronger performance in different regions. Table 1 
displays the comparison of the three algorithms with superior performance in terms of 
overall performance.

Fig. 8 Comparison of recognition time for different algorithms (a) Training time for different models (b) Recogni-
tion time for different models

 

Fig. 7 Comparison of household change recognition performance among three algorithms (a) Accuracy of vari-
ous models under different training set sizes (b) Loss function value of various models under different training set 
sizes
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In Table 1, among the six regions, the accuracy of region 5 is lower in each algorithmic 
model. The recognition accuracy of Lasso, OSL, and RR algorithm models are 52.1%, 
40.7%, and 37.6%, respectively, and the recognition checking rate is 94.6%, 83.3%, and 
83.3%, respectively. The accuracy for region 2 is higher, in which the recognition accu-
racy of Lasso, OSL, and RR algorithm models are 97.6%, 80.4%, and 77.3%, and the rec-
ognition check rate is 89.2%, 64.5%, and 64.6%, respectively. The experimental findings 
demonstrate that the suggested Lasso method performs better across the board for the 
model.

Performance analysis of PGT recognition model based on Lasso algorithm and t-SNE 

algorithm

Figure 9 illustrates the model clustering effect of the t-SNE technique. Based on HVI, the 
grid’s network topology is identified using the voltage data obtained from the metering 
terminal.

Figure  9(a) represents the downscaling effect when the confusion degree is 2. Fig-
ure 9(b) represents the downscaling effect when the confusion degree is 10. Figure 9(c) 
shows the effect of DR for a confusion level of 20. Figure 9(d) represents the DR effect 
when the confusion degree is 40. In the figure, the DR effect is better when the value of 
the confusion degree is 10–20, which can retain the characteristic differences between 
the phases, the voltage data points between the same phase are obviously aggregated, 
and the separation of the voltage data points between different phases is obvious, and 
the differences between the individual data have been completely removed when the 
confusion degree is 40. Introducing K-means algorithm and Agglomerative clustering 
(AC), the accuracy of each algorithm was compared, and the results are shown in Fig. 10.

Figure  10 (a) shows the comparison of accuracy under different models on datasets 
of different sizes, while Fig.  10 (b) shows the comparison of loss functions for differ-
ent models on datasets of different sizes. As shown in Fig. 10 (a), among the three algo-
rithms, the proposed Lasso t-SNE algorithm model has the highest recognition accuracy. 
From Fig. 10 (b), it can be seen that among the three algorithms, the proposed Lasso t 
SNE algorithm model has the smallest loss function value.To rate the models that arose 
from this investigation, fifty power workers were chosen at random and split into five 
groups. The results are displayed in Table 2.

In Table 2, the five groups rated the Lasso-t-SNE algorithm model as 96.5, 95.7, 98.2, 
89.3, and 88.5, the K-Means algorithm model as 84.4, 83.6, 83.4, 82.3, and 85.3, the AC 
algorithm as 78.9, 80, 80.6, 80.3, and 82.6, and the OLS algorithm model with ratings of 
76.6, 75.9, 78.1, 74.1, and 80.7, and for the RR algorithm model with ratings of 71.2, 70.5, 

Table 1 Comparison of recognition results of various algorithms
Area USER Data Sample Days Recognition Accuracy (%) Recognition Recall Rate 

(%)
Lasso OSL RR Lasso OSL RR

Area 1 56 121 97.6 55.4 52.1 89.2 44.6 44.6
Area 2 83 145 97.6 80.4 77.3 89.2 64.5 64.6
Area 3 97 147 64.3 55.4 52.5 91.6 46.7 45.9
Area 4 134 141 70.8 30.4 27.3 91.5 87.1 76.9
Area 5 209 214 52.1 40.7 37.6 94.6 75.3 73.6
Area 6 217 314 72.6 80.4 77.3 92.9 87.1 98.7
/ Average value 75.8 49.7 46.6 91.4 69 45.4
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Table 2 User evaluation form
/ Group 1 Group 2 Group 3 Group 4 Group 5
Lasso-t-SNE 96.5 95.7 98.2 89.3 88.5
K-Means 84.4 83.6 83.4 82.3 85.3
AC 78.9 80 80.6 80.3 82.6
OLS 76.6 75.9 78.1 74.1 80.7
RR 71.2 70.5 72.7 68.7 75.3

Fig. 10 Comparison of accuracy and loss function under different models (a) Comparison of ACC for different 
algorithm models (b) Comparison of loss function values for different algorithm models

 

Fig. 9 DR effect of models under different levels of confusion (a) Perp=2 (b) Perp=10 (c) Perp=20 (d) Perp=40
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72.7, 68.7, and 75.3. The experimental results show that the proposed Lasso-t-SNE algo-
rithm has the highest ratings among the five algorithm models.

Conclusion
In the power system, the LVDN has an extremely important role as the final link con-
necting the user and the high-voltage distribution network. This study proposes an auto-
matic grid topology detection model based on Lasso algorithm and t-SNE algorithm, 
which identifies the household-variable relationship by Lasso algorithm, and then iden-
tifies the topology of the station grid by t-SNE algorithm model. The experimental find-
ings showed that while the size of the training set rose, the accuracy of the Lasso, OSL, 
and RR algorithms increased and the value of the loss function reduced. When the data 
set reached 500, the accuracy rates of Lasso algorithm, OSL algorithm and RR algorithm 
were 0.88, 0.80 and 0.71, and the values of the loss function were 0.14, 0.20 and 0.25. In 
region 1, the training time of Laaso algorithm, OSL algorithm and RR algorithm mod-
els were 2.8  s, 3.0  s and 3.1  s, respectively. In region 2, the three algorithms’ training 
times were 2.4 s, 3.6 s, and 3.4 s, respectively. In region 3, the training times of the three 
algorithms were 7.7 s, 1.9 s, and 2.8 s, respectively. The proposed Laaso algorithm had 
the least recognition time among the algorithms and showed strong performance in dif-
ferent regions. Fifty electricians were randomly selected and divided into five groups to 
rate the models that emerged from this study, and the five groups rated the Lasso-t-SNE 
algorithm models as 96.5, 95.7, 98.2, 89.3, and 88.5. The research results indicate that the 
proposed model has excellent performance for different regions and has the least rec-
ognition time among various algorithms. However, there are still shortcomings in this 
study, as the selected data is not comprehensive enough. If the dataset can be expanded 
and data types can be added, real scenario data can be collected and validated and evalu-
ated. Through on-site testing, it is possible to more accurately understand the perfor-
mance and applicability of the model in different power grid scenarios, identify potential 
problems, and make adjustments and optimizations. Simultaneously collect power grid 
datasets of different types and sources, including power grid data from different regions, 
scales, and operating states. By testing the model on diverse datasets, its adaptability and 
robustness to different situations can be evaluated, and its universality in practical appli-
cations can be verified, which can validate the performance of the model.
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