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Introduction
With global energy demand expected to increase between 25 and 58% by 2050, find-
ing clean, sustainable alternatives to fossil fuels is more critical than ever (Ruijven 
et al. 2019). This situation worsened with the COVID-19 epidemic because mitigation 
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practices and measures had gradual impacts on energy demand and consumption 
(Jiang et al. 2021). For example, in Saudi Arabia, a virus lockdown in 2020 caused a 16% 
increase in electricity consumption compared to the level in 2019 (Aldubyan and Krarti 
2022). However, academic literature indicates that spatial and temporal variations make 
each region Face its challenges in the energy sector (Jiang et al. 2021).

During the last years, hydrogen energy has proven to be a crucial factor under the cur-
rent conditions (Yue et al. 2021). Hydrogen is a suitable energy carrier that can be used 
at different stages of the energy cycle. An electrochemical device that converts chemi-
cal energy into electrical energy in a noiseless and efficient manner is the fuel cell (FC) 
(Saikia et al. 2018). In general, hydrogen has managed to establish itself in some specific 
niches. A notable example is forklifts, where hydrogen fuel cells have gained popular-
ity due to their efficiency and performance. While hydrogen vehicles are already com-
mercially available in several countries, indicating significant progress in the adoption 
of this technology. In the field of domestic use, fuel cells have also experienced notable 
growth, with 225,000 heating systems sold. This shows that FC technology is starting to 
gain traction in the market, which is a crucial step towards widespread adoption (Staffell 
et al. 2019).

Even though it seems that the fuel cell and their different classification is a recent 
development, this technology originated in the nineteenth century with the first studies 
of the Welsh physicist and jurist Sir William Grove on gaseous batteries, whose results 
were published in 1843 (Grove 1839). In addition, another study was presented by Chris-
tian Friedrich Schönbein in Switzerland (Klell et al. 2023). Within the group of fuel cells, 
there is a special place for polymer electrolyte fuel cells (PEFCs), which have demon-
strated prospective energy conversion due to their high energy efficiency, minimal oper-
ating temperature, soft emissions, and quick beginning (Calili-Cankir et  al. 2022). So, 
this technology can power zero-emission vehicles to provide clean, reliable electricity in 
remote areas; this makes its global impact revolutionary (Ogawa et al. 2018).

Although the energy conversion process in a PEFC is clean, since the only by-products 
are heat and water, the inside transport phenomena are complex. As a result, correct 
monitoring of the health situation of the device is required to perform efficiently (Car-
rette et al. 2000). Inside a PEFC, the energy conversion is given by the electrochemical 
reactions in the anode and cathode reaction zones. Inlet temperature, relative humidity, 
and inlet pressure are some variables that must be considered to evaluate the device’s 
behavior. Also, thermal and water management directly affects PEFC health and behav-
ior (Melo et al. 2020; Nguyen and White 1993).

The main constitutive element affected by the operating hours is the electrolyte, i.e., 
a Nafion membrane, which allows only the passing of positive ones. At the same time, 
the electrical energy is used in the external circuit. The membrane can be subjected to 
excess water (flooding) or low humidity (dry), and then the PEFC would fault. Moreover, 
PEFCs are exposed to different defects that can reduce performance and even result in 
total failure (Rama et al. 2008). PEFC technology is still immature and should be more 
reliable and sturdier than presently (Lee et al. 2018, 2017; Mekhilef et al. 2012). Device 
lifetime is the primary challenge to a successful deployment of PEFCs. Thus, diagnosis 
and fault detection systems (FDD) are fundamental to guarantee the reliable operation 
of PEFCs (Li et al. 2019).
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This research aims to explore and evaluate the capabilities of the machine and deep 
learning models for predicting classification fault detection in PEFCs, which will support 
decision-making by the fuel cell operator or user. For this purpose, seven machine and 
deep learning model classifiers are considered. Experiments are performed using a data-
base of 182,156 records and 20 variables arising from the fuel cell’s energy conversion 
process and operating conditions.

The rest of the paper is organized as follows. "Literature review" section summarizes 
works related to this study. "Methodology" section presents dataset features, resampling 
techniques, and a brief explanation of the ML and DL techniques to be applied. "Experi-
mental results" section shows the experimental evaluations and discussion of the results. 
Finally, "Discussion" section includes some final comments and directions for future 
work.

Literature review
In the Fuel Cell technology and within the specific PEFC’s area, advances in Machine 
learning (ML) and deep learning (DL) have facilitated the development of fuel cell 
design, material choice, correlations, system control with FC, power management, and 
monitoring of operation health of FC (Wang et al. 2020).

ML is the most broadly utilized subclass of AI, while DL uses multi-layered neural net-
works to learn from enormous amounts of information. According to a US Department 
of Energy study, ML, DL, and artificial intelligence (AI) have increased interest from 
energy development and material designers. The number of copyrights of these areas 
in the energy field in 2000–2017 has increased considerably (US Department of Energy 
2023).

In that sense, many ML and DL methods can be used to perform the analysis of PEFC. 
Through this study, the most widely used will be analyzed in detail.

One of the first methods of ML to be analyzed in this study is the so-called Logistic 
Regression (LR). In several studies, LR is used in part with other ML methods in the 
analysis of PEFC. For instance, in Eslamibidgoli et  al. (2021), researchers presented a 
convolutional neural network method (ConvNets) for the high throughput testing of 
spread electron microscopy images at the ink phase. The first steps are data sampling 
and data augmentation at multiple levels and using a network model pre-trained on a 
large generic natural images dataset (ImageNet) for transfer learning. A final part of 
the methodology is training an LR model on attributes obtained from transfer learning. 
According to the results, preparing the training set with Selective Search (SS) followed 
by a pre-trained model for feature extraction and training the LR model for classifica-
tion was a fast and accurate process for the presented problem. Finally, it was concluded 
that convolutional neural networks are skilled at quick distinction between non-good 
samples and the optimal ones. Moreover, the algorithms can be trained for fabrication 
processes, e.g., recognition of the slurry during the fabrication of Li-ion electrodes.

Another case in which LR is employed with other ML methods is presented in Xing 
et al. (2022). In the mentioned study, a Fault Detection and Isolation (FDI) algorithm 
was developed on a matrix that describes the connection between faults and residu-
als called the fault signature matrix. The efficiency of the proposed method is proven 
by comparing the diagnostic results in this work and those obtained by support 
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vector machine (SVM) and LR. In addition, the authors presented a novel data-driven 
approach based on sensor pre-selection and artificial neural networks (ANN). Many 
steps were accomplished in this study: first, a sensitivity analysis was applied to get 
the features of sensor data in the time domain and frequency domain. Later, a filter 
procedure was used to exclude the sensors with poor response to the changes in sys-
tem states. Ultimately, the investigational data supervised by the outstanding sensors 
are employed to verify the model using the ANN model. Levenberg–Marquardt (LM) 
algorithm, resilient propagation (RP) algorithm, and scaled conjugate gradient (SCG) 
algorithm are utilized in the neural network training, respectively.

In recent years, other cases of LR usage have been reported in the literature. For 
instance, in Chen et  al. (2024), the researchers used logistic regression models to 
evaluate the effects of continuing environmental air contamination and use of solid 
fuel on postmenopausal females with 10-year high cardiovascular disease (CVD) risk. 
Another recent study is explained in Modanloo et al. (2024) where many approaches 
are used for the manufacturing of microchannels in bipolar plates (BPPs) of a proton 
exchange membrane fuel cell (PEMFC) using the stamping process. During the pro-
cesses, a regression model (RM) is used to predict the filling rate of the microchannel 
that comes from the response surface method (RSM).

Specifically, SVM is another ML method of analysis. An example of SVM’s use in 
the PEFC analysis is presented in Li et al. 2014a, where an online fault diagnosis of 
twenty PEFC stacks was implemented. The proposed approach used SVM and a flu-
idic model to diagnose the faults in water management. The health states of the stack 
can be found using the fluidic model. This method is then dedicated to identifying the 
training data used to train the dimension reduction model, Fisher discriminant analy-
sis (FDA), and the SVM classifier.

Another application case of SVM is presented in Han and Chung (2017). In this 
work, researchers gave a hybrid model blending an SVM model with an empirical 
equation about the polarization curves of a PEMFC under different working condi-
tions. Various processes, such as validating, testing, and training, were applied to the 
hybrid model. In this way, working data was obtained. The training part determined 
the model coefficients and hyper-parameters of the model. The output predicted by 
the trained hybrid model, i.e., the polarization curves, were similar to the measure-
ments for both the validation and the testing data set. Finally, they demonstrated that 
the hybrid model compensated the large prediction errors in the high voltage range 
of the polarization curves obtained by the singular SVM model. A final recommenda-
tion by the study exposed that this mixed model can predict the cell voltages of PEM 
fuel cells with high accuracy even when the main running variables (the oxygen rela-
tive humidity, the hydrogen and oxygen bay temperatures, the stack temperature, and 
the current density) vary.

Recently scholars in Quan et al. (2024) used SVM as a comparison method to test 
the diagnostic accuracy of an enhanced fault diagnosis method for fuel cell systems 
using a kernel extreme learning machine optimized with an improved sparrow search 
algorithm. The results based on the observations of the paper were 10.4% higher than 
support vector machine (SVM), and the operation time is only slightly higher than 
that of the SVM model.
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In (Ma et al. 2022) scientists designed a driving pattern recognition with a model pre-
dictive control (DPR-MPC) to be used in a fuel cell hybrid electric vehicle (FCHEV) to 
tackle a technological challenge in FCHEV which is the power allocation between pro-
ton exchange membrane fuel cell (PEMFC) and lithium-ion battery remains. Among the 
methods, three SVMs were utilized to construct the recognizer, and the fuel cell effi-
ciency was introduced into the cost function. Finally, the results of this study showed 
that the proposal avoided PEMFC and reduced fuel consumption by 6.67%.

The diagnostic accuracy of the proposed method is 10.4%, 5.7%, 4.8%, 4.2%, 3.0%, 
1.8% higher than support vector machine (SVM), back propagation neural network 
(BPNN), Kernel Extreme Learning Machine (KELM), genetic algorithm-based KELM 
(GA-KELM), particle swarm optimization-based KELM (PSO-KELM) and SSA-KELM, 
respectively, and the operation time is only slightly higher than that of the SVM model 
and KELM model (Quan et al. 2024).

A third case of the ML approach is K-Nearest Neighbor (KNN). The use of KNN in 
the analysis of PEFC is presented in Onanena et al. (2012). Here, the authors assessed 
an algorithm based on KNN procedures and a multiclass linear discriminant analy-
sis (LDA) classifier to identify drying and flooding on a PEMFC. This paper reports a 
form appreciation based on a judgment approach for fault-diagnosing 20 fuel cell stacks 
using Electrochemical Impedance Spectroscopy (EIS). To implement this methodology, 
researchers followed different steps: first, measurable features were extracted. Later, a 
fault categorization, a correlation-based feature selection, was executed, getting only 
significant features. Lastly, an assignment of each observation to one of the predefined 
defect classes was completed. According to the research, the results found with the two 
proposed feature extraction methods (FE1, FE2) and the two classifiers (LDA, KNN) 
correspond to the true class (false positive rate, true positive rate). Finally, this study 
concludes the KNN classifier with the FE1 features performs the maximum classification 
rate (99.6%).

A different case of using a KNN classifier in the context of other methods is explained 
in Detti et al. (2017). In this study, authors approach a PEMFC, drying out, and flooding 
diagnosis based on pattern recognition. The KNN method is used with KMEAN meth-
ods to find faults in PEMFC. The Total Harmonic Distortion (THD), computed using 
the Fast Fourier Transform of the voltage signal, is used as a signifier for an overall Pat-
tern Recognition approach, i.e., fault detection and classification through a classification 
approach. In overview, the discovery of faults through the variation in the total har-
monic distortion level and the frequency spectrum is initially applied. Then, based on 
supervised and non-supervised classification, fault documentation is performed, with an 
upright sorting rate of 84% and 98.5%.

In the last years, other studies about using the K-nearest neighbor (KNN) approach 
have been reported in Fuel Cell literature. For example, in Saxena et  al. (2024) schol-
ars propose a hybrid KNN-SVM machine learning approach for solar power forecast-
ing to increase the exactitude of forecasting solar power from solar farms, and based 
on the results of this study, the precision of the predictions by 98%. One of the positive 
consequences of this method mix is the rise in the reliability of power system opera-
tors. On the other hand, in Awasthi et al. (2024) the researchers found that the use of 
KNN enhanced the grouping of faults in distribution networks with several generators. 
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The KNN approach was based on the derivation of a database of fault events through a 
steady-state and short-circuit analysis. Apart from the efficacy shown by the KNN-based 
method, the approach considered the source impedance variation during faults, easing 
the fault type classification.

An alternative ML method is the Decision Tree (DT). A case study is examined in 
Santamaria et al. (2020) where difficult associations between pressure drops in PEMFC 
reactant channels and liquid phase behavior were disclosed. This study uses a supervised 
DT algorithm to develop new diagnostic tools to confirm flow-field design. The trained 
network predicts pressure drop down a reactant channel when a projected image of liq-
uid phase distribution in the channel is used as an input. The results show significant 
improvement over prior efforts utilizing wetted area values to characterize fuel cell per-
formance. This can result in high prediction error since the same water area can have 
numerous pressure signatures depending on its distribution.

Another example of DT usage is explained in Santamaria et  al. (2021), where this 
method takes part of the overall methodology. This work presents a novel technique for 
two-phase data collection processing and its use in an ML algorithm. DT regression cor-
relates the liquid allocations in reactant canals with the two-phase flow pressure drop 
along a 2.4 mm × 3.00 mm transparent channel by inserting liquid through a gas-diffu-
sion layer (GDL), during which air was streamed through the channels. The DT mod-
els completed the pressure drop prediction with 90% accuracy, working with the liquid 
distributions as inputs and the related pressure drop data as outputs. The techniques 
were used in applications for fluid saturation estimation based on pressure and flow-field 
design.

Recently, other scholars found interesting results about the use of DT. One case to 
mention is shown in Lu et  al. (2024). As part of a study on counter-flow mass trans-
fer characteristics and performance optimization of commercial large-scale proton 
exchange membrane fuel cells (PEMFC), scholars shaped the PEMFC flow field model 
with a decision tree. In the scholar’s opinion, the reason for using DT was due to the 
ability to threaten complex datasets like in unknow distributions generating flexibly, and 
automatic adaptation of the dataset to specific characteristics. The model was trained 
with a dynamic dataset of 20% testing and 80% training features.

Another case of the use of DT is presented in Hai et al. (2024). In this study, research 
modeled a solid oxide fuel cell power plant combined with an absorption-ejection refrig-
eration cycle. The DT is used in the optimization section, where it was used with other 
machine learning methods  including support vectors, and neural networks  to reduce 
cost and computational time. With this optimization part, the optimization of this cycle 
shows that the ratio between the output hydrogen product and feedstock is enhanced up 
to 68%, with a cost rate reduced up to 9.7 dollars per hour.

A complementary ML method is the Random Forest (RF). A case about using RF and 
other ML methods is analyzed in the context of PEMFC technology. For instance, in Vaz 
et al. (2023), scholars look for new and alternative classes of membranes within the cells. 
Sulfonated polyimides (SPIs) based hydrocarbon membranes have been exploited in 
the work mentioned. Both supervised and unsupervised ML approaches are developed 
to predict the proton conductivity of SPIs; for instance, a Random Forest regression 
(RFR) model detected an extra set of features that can foresee proton conductivity with 



Page 7 of 27Melo et al. Energy Informatics            (2024) 7:10  

acceptable error. With this knowledge, correspondence about the features of the proton 
conductivity class labels has been explored. Then, the design of novel SPI polymer elec-
trolyte membranes is possible while relating proton transport at the ionomer stage with 
factors such as the inter-chain interactions and morphology of the microstructure.

Another case of RF application is presented in Huo et al. (2021), where the RF algo-
rithm, together with convolutional neural networks (CNN), are used as the basis of a 
performance forecast approach to reduce the number of needless experiments for the 
membrane electrode assembly (MEA) in the PEMFCs. In this research, the RF algorithm 
is used to choose the important components as the input of the model, as proved previ-
ously in other studies, enhancing the quality of the training dataset. On the other hand, 
CNN is used to create the performance forecast model, in which the I-V polarization 
curve is the output. All these steps are conducted because achieving the I-V polarization 
curve is a complex process, including thermodynamic, electrochemical, and hydrody-
namic fields.

Another case of ML process is proposed in Zheng et  al. (2017), where the research 
uses Bayesian methods to detect flooding and drying up in the PEMFC with records 
from the EIS in an offline manner. In this study, a naive Bayesian classifier was the meth-
odology elected. Six operating modes (normal mode, moderate flooding, minor flood-
ing, light flooding, moderate drying, and minor drying) with twelve input variables. A 
real PEMFC experiment dataset is adopted to confirm the approach’s results. According 
to this experimentation, results show that the suggested model can effectively recognize 
the flooding fault of the fuel cell with over 99% accuracy under load-varying conditions.

On the other hand, an interesting method of DL is Multi-Layer Perceptron (MLP). This 
is commonly used in the analysis of PEFC technology. In (Vaz et al. 2023), the study used 
MLP with another surrogate model called Response Surface Analysis (RSA) together 
with optimization algorithms like NSGAII and Particle Swarm Optimization (PSO) to 
find out the optimal cathode catalyst layer (CL) parameters, i.e., platinum loading, the 
weight ratio of ionomer to carbon, the weight ratio of Pt to carbon, and porosity of the 
cathode CL. First, MLP, RSA, and PSO were combined into a single-objective optimiza-
tion where the cell performance was maximized. Consequently, a multi-objective opti-
mization was run with MLP integrated with the NSGAII algorithm, where the objective 
function was maximized while the overall PEMFC stack price was minimized.

Scholars in Quan et al. (2024) present another case of MLP application. In this study, 
authors find new and alternative ways to model PEMFC systems, which are nonlinear 
systems with multiple inputs (drawn current, the gas pressures at the anode and cath-
ode side, and the humidity of these gases) and a single output, i.e., the cell voltage. The 
experimental data for identification is limited. Thus, this study investigates ANN as an 
MLP network with different numbers of unseen neurons. Following the other part of the 
study, a black-box model based on semi-empirical models available in the literature is 
informed. Six experimental campaigns were carried out for parameter identification and 
model validation to optimize the PEMFC behavior.

Not long ago, other scientists had other studies using MLP techniques in fuel cells. 
One case of this is shown (Ghorbanzade Zaferani et al. 2024) where the power density 
and voltage behavior of 13 glucose fuel cells were optimized through multi-layer per-
ceptron (MLP) together with other techniques such as response surface methodology 
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(RSM) and machine learning (specifically, Artificial Neural Network- ANN). Indeed, 
many tests were developed by using RSM followed by a mixed MLP-ANN. Finally, the 
researchers presented multi-objective optimization for the power density and the volt-
age of the fuel cells, obtaining the best optimum mode of each type of FC. Based on the 
results of MLP performance, the authors state that the proposed models forecast the fuel 
cells’ power density and voltage behavior.

As part of the Neural Network (NN) method of different hybrid electric cars, in Liu 
et  al. (2024) scholars used Multi-Layer Perceptron (MLP) controllers with numerous 
hidden layers. In this study, an adjustable seek-out variable that is the battery SoC as 
an input to the NN-based approach of the ending state of the Equivalent Consump-
tion Minimization Strategy (ECMS), was introduced. Based on the results, scholars 
have stated the high adaptability of different charging/discharging modes of the battery 
in conventional networks considering state limitations. Moreover, the proposed NN 
method has reduced computation costs and time by about 95% with a very low loss of 
optimality in comparison with dynamic programming approaches. Additionally, the NN 
method demonstrated that it could save fuel by more than 3% on average.

In summary, different methods excel in various aspects associated with PEFC analy-
sis, including fault detection, material selection, design optimization, and performance 
prediction. For example, LR and DT are well-suited for tasks such as fault diagnosis and 
pressure drop prediction, while KNN and RF excel in feature extraction and classifica-
tion. MLP works well for modeling and optimization. However, combining multiple 
methods often leads to improved performance and accuracy. Therefore, exploring and 
evaluating automatic and deep learning models to determine and compare their perfor-
mance against the tasks involved in PEFC analysis represents a significant contribution 
to facilitating the understanding of the behavior of this type of cell, as well as the devel-
opment of new analysis methods.

Methodology
Description of the features and data set split

The original database comprises 182,156 records and 20 variables arising from the fuel 
cell’s energy conversion process and operating conditions (Mao et al. 2017). However, for 
this study and considering the literature and results presented in the preprocessing stage 
(Melo et  al. 2022; Mao et  al. 2021), only 12 variables or features were used. In detail, 
the preprocessing included the following stages: cleaning, Integration or exploratory 
data analysis (EDA), transformation, and reduction. These steps allowed us to eliminate 
inconsistent, incomplete, and erroneous data; as well as reduce the size of the data with-
out losing important information using the filter method that was evaluated with the 
ANOVA test. Consequently, the data were prepared in such a format that it can be suit-
able for analysis of ML or DL models (Melo et al. 2022). Additionally, a categorical vari-
able named "state" was created, which contains the state of health of the PEFC: normal 
or faulty. The description and unit of measurement of each of the variables are described 
in Table 1.

According to the types of health states of the PEFC, 94% of the data corresponds to 
normal operating conditions, and the remaining 6% corresponds to the failure state. 
The database maintained an imbalance that favored the normal state. Tyagi & Mittal 
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(Tyagi and Mittal 2019) explain that although real-world datasets are unbalanced, 
they negatively affect the accuracy of class predictions in classification problems. 
This bias can be managed by either oversampling the minority classes or undersam-
pling the majority class.

Therefore, the unbalanced database was divided into training and test data before 
applying the ML and DL classification algorithms. Then, techniques were used to 
balance the database, and the training and testing procedure was repeated. This is 
to compare the results of the classification algorithms in both the unbalanced and 
balanced databases. For a better understanding, Fig.  1 summarizes the applied 
methodology.

Table 1 Recorded measurements from the PEFC preprocessed database

Assigned name Description Unit

Current Current A

Anode in p1 Anode inlet pressure from stack 1 mbar

Anode in p2 Anode inlet pressure from stack 2 mbar

Cathode air in Cathode air inlet flow SLPM

Cathode in t2 Cathode inlet temperature from stack 2 °C

Cathode in t1 Cathode inlet temperature from stack 1 °C

Water in p2 Primary water inlet pressure from stack 2 mbar

Water in p1 Primary water inlet pressure from stack 1 mbar

Water in f2 Primary water inlet flow from stack 2 SLPM

Water in f1 Primary water inlet flow from stack 1 SLPM

Water in tp Water inlet temperature °C

State State of health of the fuel cell N/A

Fig. 1 Flow chart of fault classification procedures
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Resampling techniques

Synthetic minority over‑sampling technique (SMOTE)

SMOTE refers to a sampling method in which the minority classes of a feature set 
are oversampled from synthetic examples to rebalance the original training data set. 
Following the KNN logic, new classes are created by interpolating between several 
minority class instances that lie within feature space (Tyagi and Mittal 2019; Fernan-
dez et al. 2018). Due to its simplicity and robustness when applied to different types 
of problems (Azad et  al. 2022; Demidova and Klyueva 2017; Rupapara et  al. 2021), 
SMOTE has become a standard in learning from unbalanced data (Fernandez et  al. 
2018). Specifically, in recent years, the application of this method has been extended 
to fuel cell fault detection problems, improving the accuracy of learning model evalu-
ation (Wang et al. 2021; Zhang et al. 2020; Xiao et al. 2022).

The application of this method in the present study consisted of using the imbal-
ance-learn library of the scikit-learn package in Python. This library contains the 
technique which was applied to the training data set. Afterward, the different classifi-
cation models were used considering the balanced training set.

Near‑miss under‑sampling technique

Near-Miss is a subsampling method that removes records corresponding to the 
majority class from the training data set to reduce the distribution bias. Like SMOTE, 
this method follows the KNN logic for subsampling (Peng et  al. 2019). Likewise, it 
has proven to be a robust technique in different applications on classification prob-
lems with large-scale unbalanced datasets (Bao et al. 2016; Mqadi et al. 2021). Despite 
its contribution to improving the performance of classification learning models, its 
scope is still limited in the field of renewable energies (Kulkarni et al. 2021). There is 
no evidence of its application to fuel cell fault detection problems.

As in the previous method, the imbalance-learn Python library was used for the 
Near-Miss application. In this library, the Near-Miss technique has three versions: 
(a) the first version selects the positive samples with the smallest mean distance to 
the nearest samples of the negative class; (b) the second version selects the positive 
samples with the smallest mean distance to the farthest samples of the negative class; 
(c) and the third version is based on keeping the nearest neighbors of each negative 
sample and then selecting the positive samples based on the mean distance between 
them and their nearest neighbors (Lemaître et al. 2016). The third version is applied 
to the training data set in this case.

Machine learning approach

Based on the review of the state of the art shown in the previous session, the follow-
ing algorithms have been selected for this study:

Logistic regression (LR)

The logic of LR is based on the two possible outcomes, usually represented as "suc-
cess" or "failure", or in math language “1” or “0”. Moreover, the sigmoid function which 
is an S-shape curve is used to determine the connection between the independent 
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variables and the probability of the dependent variable. Then, this relationship 
becomes a linear connection, applying a natural logarithm of odds ratio, that is the 
proportion of the probability of success and the probability of failure (Madushani 
et al. 2023).

The LR is a technique used for statistical modeling in which the probability, P1 , of the 
dichotomous outcome event is related to a set of explanatory variables in the form (Esla-
mibidgoli et al. 2021; Schumacher et al. 1996; Vach et al. 1996):

In Eq. (1), β0 is the intercept and β1,β2, …, βn are the coefficients associated with the 
independent variables x1, x2, …, xn . For the coefficients β0, β1, …, βn, the maximum like-
lihood estimation (MLE) is the most common method used.

The LR computes the variations in the logarithm of odds of the response variable 
instead of the shifts in the response variable itself. There are many kinds of independent 
(explanatory) variables. They could be dichotomous, discrete, continuous, or combina-
torial. Usually, LR does not suppose linearity of the relationship between the explanatory 
variables and the variable response, and Gaussian-distributed independent variables 
are not required. The regressed correlation between the explanatory variables and their 
response is not linear because the logarithm of odds is linearly related to the explanatory 
variables. The chance of an event as a function of the explanatory variables is nonlinear, 
as derived from Eq. (1):

For the specific case of Eq. (2),  β0 = −
µ
s   known as the intercept, here µ is the location 

parameter, i.e., the midpoint of the curve, where ρ(µ) = 0.5 , and s is a scale parameter. 
Moreover,  β1 = 1

s is a rate parameter.
The LR will impose the probability values of P1 (x) to lie between 0 and 1 (P1 → 0 as 

the right-hand side of Eq. (2) approaches − ∞, and P1 → 1 as it approaches + ∞).
For example, if you want to predict whether a PEFC is working correctly or not, LR 

analyzes the PEFC data and calculates the probability that it is functioning correctly. 
That is, it is like a calculator that answers 0 (probable failure) and 1 (correct operation).

Support vector machine (SVM)

SVM is a classification method proposed by Platt (Platt 1998), which has been accepted 
in diagnosing fuel cell failures from a binary perspective. In other words, as Li et al. (Li 
et al. 2014b) indicate, the SVM is based on a hyperplane that looks for an optimal point 
to separate the data into two classes and, in turn, maximizes the margin between the 
hyperplane and the training records closest to each category (support vectors).

The binary SVM consists of training and performing processes based on collected 
 (N1 +  N2) labeled samples. z1, z2, . . . , zN1+N2 from classes z1 and z2∗gn ∈ {−1, 1} is the 
class label of the sample zn (-1 for class 1, 1 for class 2). Then, it solves the following 
quadratic problem:

(1)logit(P1) = ln
P1

1− P1
= β0 + β1x1 + β2x2 + β3x3 + · · · + βnxn =

n

i=1

βixi

(2)P1(x) =
1

1+ e−logit(P1(x))
=

1

1+ e−(β0+
∑n

i=1 βixi)
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The constraints expression below of minJ (x) is a set of linear restrictions, typically 
contending with optimization problems where xn and gn are variables or parameters. 
Moreover, N is the number of variables to be optimized, and D is the upper limit for 
each xn . On the other hand, 

∑N
n=1xngn is the linear combination of the two variables. 

Altogether, are required to guarantee specific requirements are encountered.
where x =

[

x1, x2, . . . , xN1+N2

]T
, k(zn, zm) is a kernel function. Save support vectors: 

zs1, z
s
2, . . . , z

s
S and corresponding gn and xn , which are denoted by 

{

gsn
}

 and 
{

xsn
}

 . Sup-
port vectors are those samples whose corresponding xn > 0.

Sometimes, SVM can represent the input data like spaces with higher-dimensional 
characteristics to deal with an easier and separate hyperplane. This approach is called 
the kernel trick. linear, polynomial, radial basis function (RBF), and sigmoid kernels 
are cases of usual kernel functions.

For a new sample z, its class label is determined by:

where b = 1
2

∑S
j=1

(

gsj −
∑S

n=1 x
s
ng

s
nk

(

zsn, z
s
j

))

From Eq. (4), it can be stated that gsj  is the output label related to the j-th support 
vector. On the other hand, xsn and gsn are characterized by the n-th data point and the 
n-th support vector, respectively. The term k

(

zsn, z
s
j

)

 is the kernel function that com-

putes the relationships between the data points z and the support vectors.
Once SVM is trained, it can be used for categorization by determining based on the 

location of the test data among the sides of the hyperplane.
In simple terms, if you want to classify different types of faults in PEFC, SVM draws 

an imaginary line between the different types of faults to separate them. It is like a 
judge who decides what type of failure a PEFC has based on its data.

In the case of fuel cells, the classes correspond to the state of health (SoH) of the 
cell and can be healthy or faulty. Specifically, in this study, the SVM was configured 
in a supervised way from the variable created for the classification. The performance 
and efficiency analysis of the algorithm focuses on the database for testing.

K‑nearest neighbor (KNN)

According to Demidova and Klyueva (2017), KNN should be the prime approach cho-
sen between different classification methods based on the lack of information about 
a set of data distributions. This study proposed a non-parametric method for pattern 
classification, which developed into the KNN rule. Complementing the last starting 
point, in Cover and Hart (1967), scholars prearranged some formal features of the 
KNN rule. Moreover, researchers in Fukunaga and Hostetler (1975) introduced the 

(3)minJ (x) =
1

2

N1+N2
∑

n=1

N1+N2
∑

m=1

xnxmgngmk(zn, zm)−

N1+N2
∑

n=1

xn

s.t.
∑N

n=1
xngn = 0, 0 ≤ xn ≤ Dforn = 1, 2, . . . , N.

(4)g = sign

{

∑S

n=1
xsng

s
nk

(

zsn, z
)

+ b

}
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Bayer error rate, and in Dudani (1976), distance-weighted approaches were applied 
instead.

This method generally tries to find the k closest points in the data to a set of query 
points. The KNN classifier usually uses the Euclidean distance between specified train-
ing samples and a test sample (Eslamibidgoli et al. 2021).

In Eq. (5), xi is an input sample with p features, which are xi1 , xi2,…, xip . Moreover, n 
is the total number of input samples (i = 1, 2…, n). Figure 2 depicts an example of KNN.

For example, if you want to know what type of failure an FC has, KNN looks for the 
FCs with faults most similar to the one you are observing and, based on its data, predicts 
what type of fault it has. It’s like asking your neighbors what type of fault their FCs have 
to find out what type of fault yours has.

Decision tree (DT)

The DT is an approach when multifaced decision situations are broadly used in many 
industrial applications. When a complex function may be represented by DT algorithms 
classing new overlooked data and, thus, gets an endowed generalization feature. There-
fore, this is one of the benefits of DTs, which is their ability to shatter a complicated 
decision into a set of simpler decisions based on the desired objectives (Han and Chung 
2017). Another of the advantages of DT approaches is that their results can classify 
problems robustly with nature, non-parametric, and high computational effectiveness 
(Detti et al. 2017).

From a diagram point of view, a DT is also a flow diagram arrangement in which each 
internal node represents an "assessment" of a property, each branch represents the result of 

(5)d(xi, xl) =

√

(xi1 − xl1)
2 + (xi2 − xl2)

2 + . . .+(xip − xlp)
2

Fig. 2 K‑nearest neighbor example: Vorroni tessellation showing Voronoi cells of 19 samples marked with a 
“ + ” Figure taken from Azad et al. (2022)
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the trial, and each leaf node represents a decision taken after calculating all features called 
class labels—the paths from leaf to classification rules.

A DT consists of three types of nodes: (Santamaria et  al. 2021) end nodes, classically 
characterized by triangles; decision nodes, classically represented by squares; and chance 
nodes, typically denoted by circles. Figure 3 shows a schematic of decision trees.

From a mathematical point of view, based on training vectors xi ∈ Rl , i = 1, . . . , l and 
a label vector y ∈ Rl , DT partitions the feature space recursively so that samples with the 
same label or target value are grouped. Then, Qm with nm samples could represent the data 
at node m . For each split θ = (j, tm) consisting of a feature j and threshold tm , the data parti-
tion will be into Qleft

m (θ) and Qright
m (θ) subsets, where:

The split of node m is determined by an impurity function H() . It depends on the prob-
lem being solved (classification or regression). In this case, the objective is a classification 
outcome taking on values 0, 1, …, K-1, for node m let be the proportion of class k observa-
tions. The prediction probability for the region is Pmk , if m is a terminal node:

Common impurity functions are Gini Eq. (8) and Log loss or Entropy Eq. (9):

Q
left
m (θ) =

{(

x, y
)

|xj ≤ tm
}

(6)Q
right
m (θ) = Qm\Q

left
m (θ)

(7)Pmk =
1

nm

∑

y∈Qm

I(y = k)

(8)H(Qm) =
∑

k

Pmk(1− Pmk)

(9)H(Qm) = −
∑

k

Pmklog(Pmk)

Fig. 3 Decision Tree Based Approaches in Data Mining. Image taken from Zhang et al. (2020)
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A simple example is that if you want to decide whether an FC needs maintenance or not, 
a DT helps you decide by asking questions about the FC data, such as voltage, current, and 
temperature. It’s like a flow chart that guides you toward the best decision.

In practice, Decision Trees are often used as fostering additions for more complex meth-
ods such as Random Forests or Gradient Boosting Machines, which blend multiple Deci-
sion Trees to enhance their performance.

Random forest (RF)

The basis of an RF is the base learner, a binary tree built using recursive portioning. The 
classification and regression tree methodology (CART) is the approach to construct the 
base learner. This procedure has many dual divisions, recursively separating the structure 
into near-homogeneous or homogeneous terminus joins (Vaz et al. 2023).

The RF is usually a set of thousands of trees, where each single tree raises using a fuller 
sample boot of the initial data. In Breiman’s RF model, every tree is lodged on the founda-
tion of a training sample set and a random variable, the random variable corresponding to 
the  Kth tree is denoted as ϴk, between any two of the random variables, resulting in a clas-
sifier h (X, ϴk) where X is the input vector. After a specific number of running (indeed k 
times), a classification sequence is obtained:  h1(x),  h2(x),…  hk(x) to compute more than one 
arrangement model system. The final decision function is (Meiler et al. 2012):

where H(x) is a combination of the classification models, hi is a single DT model, Y is the 
input variable, and I() is the indicator function. Each tree can choose the best classifica-
tion path depending on the input, as shown in Fig. 4.

In RF, the margin function is used to quantify the extent to which the average number of 
polls at X, Y for the right class exceeds that for the wrong category. The margin function is 
defined as (Meiler et al. 2012):

Then from Eq. (11), it can be stated that the larger the margin value, the higher the 
accuracy of the classification prediction and the more confidence in classification.

(10)H(x) = argmax

k
∑

i=1

I(hi(x) = Y )

(11)mg(X ,Y ) = avkI(hk(X) = Y )−maxj �=Y avkI
(

hk(X) = j
)

Fig. 4 Random Forest. Figure taken from Peng et al. (2019)
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To illustrate, if you want to predict when an FC will fail, RF combines many decision 
trees to get a more accurate prediction. It’s like having a group of experts giving you dif-
ferent opinions on when the FC will fail.

Gaussian Naive Bayes (NB)

Gaussian NB is an alternative Naive Bayes method based on Gaussian normal distribu-
tion and continuous data. To understand this method, it is important to remember that 
Naive Bayes is a cluster of supervised ML classification algorithms based on the Bayes 
theorem. It is an easy taxonomy technique but has extraordinary functionality. The use 
is mainly when the dimensionality of the input data is high. Complex classification prob-
lems can also be implemented by using the Naive Bayes Classifier.

Then, the logic of Gaussian Naive Bayes (NB) starts with Bayes’ theorem that supplies 
an approach to the probability computation of a hypothesis founded on the likelihood of 
observed evidence. Mathematically, Bayes’ theorem is expressed as:

where P(A|B) is the probability of event A given event B; P(B|A) is the probability of 
event B given A; P(A) and P(B) are the probabilities of events A and B, respectively. 
Later, when operating with continuous data, a hypothesis frequently presumed is that 
the continuous values linked with every class are issued according to a normal (or Gauss-
ian) distribution. The probability of the structure is assumed to be (Wang et al. 2020):

In Eq. (13), x is the variable, y is the class, µ is the mean, and σ is the variance. This 
variance could be assumed to be independent of Y (i.e., σi ) or independent of Xi (i.e., σk ), 
or both cases.

For example, if you want to know if an FC has a specific problem, NB analyzes the FC’s 
data and calculates the probability that it has the problem. It’s like a detective putting 
together clues to solve a case.

Deep learning approach

Multi‑layer perceptron (MLP)

In recent years, MLP has also been used in the diagnosis of the health status of fuel cells. 
This is due to their ability to approximate nonlinear input/output relationships. This 
behavior is characteristic of fuel cells, so it is considered an appropriate method for diag-
nosing their condition and estimating the main characteristics influencing their perfor-
mance (Napoli et al. 2013; Priya et al. 2018).

In this case, it is known that the behavior of the data is nonlinear (Melo et al. 2022). 
Therefore, the MLP was applied as a binary classification algorithm where the input cor-
responded to the sixteen previously mentioned variables, and the output was the var-
iable constructed to know the state of fuel cell health. As in previous algorithms, the 
analysis focuses on the test data.

(12)P(A|B) =
P(B|A).P(A)

P(B)

(13)P
(

xi|y
)

=
1

√

2πσ 2
y

e
−

(xi−µy)
2

2σ2y
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The logic of MLP starts with a feature vector X as input, followed by the computation of 
the network outputs by the feedforward propagation. Then, each layer i, can be expressed 
with the activation vector h as:

From Eq. (14), it can be clarified that h(1)i  and h(2)i  represent the activation layer of each 
layer. Moreover, the terms ϕ(1) and ϕ(2) represent the activation function applied to the 
weighted sum of the inputs. In addition, ω(1)

ij  and ω(2)
ij  embody the weight of the con-

nection between the j-th network in the current layer and the i-th network in the first 
hidden layer. On the other hand,   xj symbolizes the output of each input layer. Finally, 
b
(1,2,3)
i  are the bias associated with the i-th network in the first layer.
MLP distinguishes ϕ(1) and  ϕ(2) because different layers may have different activation 

functions. Also, each layer can contain multiple units, so all its units’ activations can be 
represented with an activation vector h(). The same represents each layer’s weights with a 
weight matrix W(). Each layer also has a bias vector b():

Finally, all the training examples are combined into a single matrix X and could store each 
layer’s hidden units for all the training examples as a matrix H(). Each row contains the hid-
den units, for one example. This is written considering the transposes as follows:

h
(1)
i = ϕ(1)





�

j

ω
(1)
ij xj + b

(1)
i





(14)h
(2)
i = ϕ(2)





�

j

ω
(2)
ij h

(1)
j + b

(2)
i





yi = ϕ(3)





�

j

ω
(3)
ij h

(2)
j + b

(3)
i





h(1) = ϕ(1)
(

W (1)x + b(1)
)

(15)h(2) = ϕ(2)
(

W (2)h(1) + b(2)
)

y = ϕ(3)
(

W (3)h(2) + b(3)
)

H (1) = ϕ(1)
(

XW (1)Tx + 1b(1)T
)

(16)H (2) = ϕ(2)
(

H (1)W (2)T + 1b(2)T
)

Y = ϕ(3)
(

H (2)W (3) + 1b(3)T
)
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From Eq. (16) the equations have the same shape as equations from (14) but in matrix 
form.

In other words, if you want to create an automatic system to detect FC faults, MLP is 
an artificial network that learns to detect faults by analyzing many examples of FC data 
with different types of faults. It’s like a “teacher” who teaches you how to detect different 
types of FC failures.

Model testing (MT)

Kuhn & Johnson (Bao et al. 2016) recommend using sensitivity and specificity to evalu-
ate the binary classification models since these measures allow us to know the precision 
of the models. Likewise, they use the receiver operating characteristic (ROC) curve to 
represent the relationship between these measures. On the one hand, the sensitivity or 
recall, or "true positives rate", describes the proportion at which the samples with the 
event of interest are correctly predicted. The specificity or "true negative rate" is the pro-
portion at which the models without events are correctly predicted. Likewise, it is pos-
sible to calculate the precision from the true positives. This measure consists of dividing 
the proportion of true positives by the total of predicted positives.

where: TP and TN represent true positive and true negative, respectively. FP and FN 
represent false positive and false negative, respectively.

Another useful measure for evaluating this type of algorithm is the F score. Accord-
ing to Sokolova et al. (Sokolova et al. 2006), this measure favors algorithms with higher 
sensitivity and challenges those with higher specificity. It is calculated from the precision 
and recovery of the test, applying additional weights. The F-score result ranges from 0 
to 1, with 1 being perfect accuracy and recall and 0 being the lowest and least favorable 
value.

From Eq. (20), it also can be said that Recall is the ratio between true positive predic-
tions and the total number of existent positive instances in the dataset. Sometimes, it is 
called sensitivity. Moreover, the values of β2 permits the adjustments between precision 
or sensitivity (recall) if β2 =1 means the F-Scores is the mean of the harmonics among 
the precision and recall, i.e., equal weight for both. Other values mean more emphasis 
on one of the two characteristics.

Finally, the computational time is another important factor to consider when compar-
ing and evaluating the performance of classification models (Wang et al. 2020; Li et al. 

(17)Sensitivity =
TP

(TP + FN )

(18)Specificity =
TN

(TN + FP)

(19)Precision =
TP

TP + FP

(20)F − Score =
(β2 + 1) ∗ precision ∗ recall

β2 ∗ precision+ recall
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2014b; Priya et al. 2018; Mao and Jackson 2016). For this reason, in this study, the train-
ing phase’s computational time was considered another performance measure.

Experimental results
This section details the performance evaluation of the applied classification algorithms 
based on some measures common to the methods. Based on these, the most appropriate 
method for detecting faults in the state of health of the fuel cell is analyzed.

Performance evaluation measures

According to the performance of the metrics, most of the algorithms achieve high pre-
cision (greater than 98%) and F1-Score (greater than 99%) in both cases (Healthy and 
Faulty). In detail, LR, SVM, KNN, DT, RF, and MLP have similar performance. However, 
NB has slightly lower performance compared to the other algorithms.

On the other hand, it is observed that the precision and F1-Score decrease in all algo-
rithms, especially for the "Faulty" class. Specifically, the reduction in performance is 
more significant for NB, KNN, and MLP. In contrast, DT and RF still achieve reasonable 
accuracy and F1-Score (greater than 90%) for the “Faulty” class.

Overall, the performance evaluation measurements indicate that all the algorithms 
can correctly evaluate the cell’s health under normal operating and fault conditions. 
However, it is necessary to highlight that KNN, DT, RF, and MLP present better perfor-
mance when determining the state of the cell concerning the other models, which sug-
gests analyzing other metrics to guarantee their reliability. Table 2 shows the results of 
the measurements by model.

Receiver operating characteristic (ROC) curve

In this sense, comparing the precision of the binary classification models on the origi-
nally unbalanced data and the balanced data with different sampling techniques was 
considered. According to the results shown in Table 3, the precision of LR, KNN, and 
NB follows a similar trend regardless of the data, which makes them models with sta-
ble performance and possible generalization. On the other hand, DT and RF stand 
out for their perfect precision on the unbalanced data. They keep the same on the 
balanced data with the ROS and SMOTE-OS techniques and do not significantly 

Table 2 Performance evaluation measures of binary classification algorithms

The table shows the results of different binary classification algorithms applied to data sets in the context of the state of 
health of PEFC (healthy and faulty). Algorithms evaluated include LR, SVM, KNN, DT, RF, NB, and MLP. The evaluation metrics 
used are Precision, Revocation, and F1-Score

Healthy Faulty

Precision Recall F1-Score Precision Recall F1-Score

LR 1 1 1 1 0.98 0.99

SVM 1 1 1 1 0.95 0.98

KNN 1 1 1 1 1 1

DT 1 1 1 1 1 1

RF 1 1 1 1 1 1

NB 1 1 1 1 0.98 0.99

MLP 1 1 1 1 1 1
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vary on the balanced data with the other sampling techniques. Finally, the precision 
of the SVM seems to be affected when the model is applied to balanced data with 
the NearMiss-U technique, whose value is considerably reduced from 0.997 to 0.059, 
unlike the other techniques where the precision differs with only 0.001. In the same 
way, the accuracy (0.999) of MLP is reduced to 0.059 when the NearMiss-U technique 
balances the data.

Overall, the high accuracy of most models on balanced data indicates their potential 
for accurate fault detection in PEFC. Likewise, comparing performance on balanced and 
unbalanced data sets highlights the importance of data balance for analysis accuracy. 
However, it is worth noting that in the real world, obtaining high-quality, balanced data 
sets for PEFC can be challenging.

In addition to the exposed indicators, the ROC curve that relates the sensitivity and 
specificity was constructed by applying the models to the unbalanced data. Once the 
ROC curve of the different ML models was obtained, the AUC was obtained, the results 
of which are illustrated in Fig. 5. The ROC curve for all algorithms is above the diagonal 
line, which indicates that all models have a performance better than chance. The highest 
AUC is obtained by the LR, KNN, DT, and RF models, with a value close to 1. The SVM 
and NB models have a slightly lower AUC, but still good performance. Specifically, again 
the SVM model presents the lowest value compared to the other models that exceed 
0.976 in the AUC.

In practice, a high AUC indicates that the model is capable of detecting PEFC faults 
with high accuracy. Therefore, comparing the AUC of different algorithms helps to iden-
tify the best-performing model for fault detection. Likewise, the AUC can be used to 
select an optimal classification threshold that balances the sensitivity and specificity of 
the model.

It proceeded in the same way as the DL model, MLP. As presented in Fig. 6, the rela-
tionship between the true positive and false positive ratios results in a perfect AUC of 
0.998. Consequently, MLP and KNN, DT, and RF (ML models) present the best AUC 
results. Specifically, the MLP model seems to be suitable for fault detection in PEFC 
based on the AUC. However, it is important to consider the limitations of the MLP 
model, such as its low interpretability and the possibility that its performance may not 
generalize to other data sets.

Table 3 Models’ accuracy comparison with sampling for imbalanced data

The table presents the results of comparing the accuracy of different models for balanced and unbalanced data in the 
context of PEFCs. The models evaluated include LR, SVM, KNN, DT, RF, NB, and MLP. The resampling techniques are ROS, 
SMOTE-OS, RUS, and NearMiss-US

Accuracy ROS Accuracy SMOTE-OS 
Accuracy

RUS Accuracy NearMiss-US 
Accuracy

LR 0.998 0.998 0.999 0.998 0.988

SVM 0.997 0.998 0.998 0.997 0.059

KNN 0.999 0.999 0.999 0.999 0.998

DT 1 0.999 1 0.999 0.997

RF 1 1 1 0.999 0.999

NB 0.998 0.998 0.998 0.998 0.999

MLP 0.999 0.998 0.997 0.997 0.059
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Time score

According to the results shown in Table 4, the algorithm that generates the lowest com-
putational cost and can predict in a more timely manner the failures in the health status 
of the cell is the NB, which is consistent with that stated by other authors (Wang et al. 
2020; Li et al. 2014b; Hatti et al. 2006; Kamal and Yu 2014; Lin et al. 2019). In contrast, 
SVM and MLP demand higher computational costs, so they would not be suitable for 
online fault detection.

In general, training time is an important factor to consider when choosing a machine 
learning algorithm for fault detection in PEFC. However, it is necessary to consider that 

Fig. 5 ROC curves comparison with the imbalanced database for ML models. The figure shows the ROC 
Curve and AUC for different binary classification algorithms applied to a PEFC data set. The algorithms 
evaluated include LR, SVM, KNN, DT, RF, and NB. The AUC is a measure of a model’s ability to distinguish 
between the "Healthy" and "Faulty" classes. An AUC of 1 indicates perfect performance, while an AUC of 0.5 
indicates random performance

Fig. 6 ROC curve with the imbalanced database for the DL model. The figure shows the ROC Curve and AUC 
for the MLP algorithm applied to a PEFC data set
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this time may vary with the size and complexity of the data set used. The latter leads to 
exploring techniques to reduce training time, such as hyperparameter optimization or 
the use of specialized hardware.

Discussion
The results show that the LR, KNN, DT, RF, and NB models present similar and optimal 
trends in their ability to determine the healthy and failed state of the PEMFC correctly. 
The precision, recall, F1-score, and accuracy values exceeded 0.98 in their application to 
the balanced and unbalanced data. In practical terms, this stability becomes an impor-
tant factor when considering its possible expansion to other fuel cell data sources of 
different functionality, for example, the solid oxide fuel cell (SOFC). In addition to the 
optimal performance, these models presented a lower computational cost, with training 
times less than or equal to 11.46 s, contributing to their effectiveness and efficiency.

On the other hand, although the SVM and MLP algorithm presents optimal results in 
terms of its ability to classify healthy conditions of the fuel cell, it does not remain stable 
when determining cell failures. Likewise, when applied to unbalanced data, it presents 
better precision than when used to data balanced by techniques such as NearMiss-US, 
which reflects its generalization weakness. Lastly, its application requires a much higher 
computational cost than the other models, with training times exceeding 100 s, which 
makes it unfeasible for PEFC fault diagnosis.

Table  5 summarizes the results of the models according to the performance of the 
indicators and the computational cost.

These results show that, while some ML methods like LR and DT offer better inter-
pretability, many DL models, such as MLPs, can be "black boxes," making it difficult to 
understand how they arrive at their predictions. This can hinder trust and acceptance in 
practical applications. Also, in the future, integrating ML and DL models into existing 
PEFC systems and infrastructure requires careful consideration of factors like computa-
tional requirements, real-time operation, and potential safety implications.

Conclusions
This article presents an approach to PEMFC stack fault diagnosis that relies on differ-
ent ML and DL techniques to provide a comprehensive view of the performance and 
computational cost that each technique demands. The procedure is carried out from 

Table 4 Training time of binary classification algorithms

The table shows the results of comparing the training time of different binary classification algorithms for data in the 
context of PEFCs. The algorithms evaluated include LR, SVM, KNN, DT, RF, NB, and MLP. The evaluation metric used is training 
time in seconds

Algorithm Training Time (s)

LR 1.47

SVM 115.25

KNN 0.48

DT 0.37

RF 11.46

NB 0.04

MLP 134.59
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a previously processed data set whose scope includes the extraction of characteristics 
and the category of the state of health of the cell. Then, considering that the data pro-
vided more information about a healthy state than failure conditions, it was decided 
to apply the algorithms to the unbalanced and balanced data using different sampling 
techniques. The results showed that the LR, KNN, DT, RF, and NB models present 
similar and optimal trends in terms of performance indicators and computational 
cost, unlike SMV and MLP, whose performance is affected when the data is balanced 
and even presents a higher computational cost.

From the theoretical aspect, the advantage provided by the methodology of the pre-
sent study is that it can be scalable and adapted to other classification problems with 
fuel cells. Also, these results have practical implications in the energy sector, on the 
one hand, the application of ML and DL methods for fault detection and prediction 
in PEFCs has the potential to significantly improve their diagnostics and prognostics. 
This can lead to more effective preventive maintenance, increased cell availability, 
and reduced operational costs. On the other hand, ML and DL-based approaches can 
be valuable tools for optimizing PEFC design and selecting materials with improved 
properties. Consequently, more efficient, durable, and cost-effective cells can be 
achieved.

However, it is necessary to mention that training and validating ML and DL models 
require large amounts of high-quality data. Collecting and organizing such data can 
be challenging, especially for complex tasks like PEFC analysis. Future research should 
address the data availability challenges by developing efficient techniques for data acqui-
sition and processing, and the configuration of parameters, optimization algorithms, and 
specific settings; since in this study models with default configurations were considered. 
Also, in future studies, it is expected to validate experimental results from case studies 
and develop robust and scalable methodologies for integrating ML and DL models into 
industrial environments.

Therefore, it is a very promising diagnostic proposition to diagnose the faults asso-
ciated with PEMFC. In the future, extending the proposed approach to other types of 
health conditions is recommended, increasing the number of classes and different kinds 
of fuel cells.

Table 5 Comparison of performance evaluation measures of classification algorithms

The table shows the results of comparing the performance metrics of different binary classification algorithms for data 
in the context of PEFCs. The algorithms evaluated include LR, SVM, KNN, DT, RF, NB, and MLP. The metrics evaluated are 
precision, sensitivity, F1-Score, and computational cost

Model Sensitivity Precision F-Score Computational 
cost

LR High High High Low

SVM High High High High

KNN High High High Low

DT High High High Low

RF High High High Low

NB High High High Low

MLP High High High High
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