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Abstract 

Information and Communication Technology (ICT) is vital for the operation of mod-
ern power systems, giving rise to Cyber-Physical Energy Systems (CPESs). ICT enables 
the grid services (GSs) needed for monitoring and controlling the physical parameters 
of the power system, especially for remedying the impact of disturbances. But the ICT 
integration makes the overall system more complex, leading to new and unfore-
seen disturbances. This motivates the need for a resilient system design capable 
of absorbing and recovering from such disturbances. The current state of the art lacks 
a comprehensive resilience assessment of ICT-enabled GSs in CPESs. To address this, 
a novel method and metrics to assess the resilience of GSs in CPESs are presented 
in this paper. An operational state model of a GS, with three states, i.e., normal, limited 
and failed, is used to capture its performance, which is essential for quantifying its 
resilience. Sequential Monte Carlo simulations are performed with the model to cap-
ture the behaviour of ICT components to compute the operational state trajectory 
of the GSs. Metrics are then derived to quantify the resilience and its constituting 
phases. The method is demonstrated using two ICT system designs for the CIGRE MV 
benchmark grid, considering the state estimation as an exemplary GS. The simula-
tion results show that the proposed method can capture the differences between ICT 
system designs with regard to resilience metrics. The contribution can, therefore, be 
used to analyse, compare and potentially improve the resilience of ICT system designs 
for CPES.

Keywords:  ICT-enabled grid services, Operational states, Monte carlo simulation, 
Resilience quantification

Introduction
Motivation

Modern power systems are characterized by increased uncertainties due to the pen-
etration of distributed energy resources. Information and Communication Technology 
(ICT) plays a vital role in such systems as it enhances the monitoring, decision mak-
ing and control, required for their safe and reliable operation (Tøndel et al. 2018). This 
results in a strong interdependency between power and ICT systems giving rise to 
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Cyber-Physical Energy Systems (CPESs). The operation of such a system is carried out 
using the so-called Grid Services (GSs), which use the ICT hardware and software for 
sensing, actuation, data transfer and processing. These GSs aid in the detection and rem-
edying of power system disturbances such as line failures, generation fluctuations and 
over/under voltages. Examples of such ICT-enabled GSs are state estimation (SE), volt-
age control, congestion management and redispatch (Narayan et al. 2019).

The strong interdependencies between power and ICT systems not only increase 
the overall complexity of CPESs but can also introduce new threats and vulnerabili-
ties (Jimada-Ojuolape and Teh 2020; Tøndel et al. 2018). Past events have already shown 
that ICT disturbances can either cause or aggravate disturbances in the power system 
via the GSs. For example, the 2003 North American blackout was caused by a software 
problem in the SE service. This gave incorrect situational awareness to the operator lead-
ing to incorrect decisions  (NERC 2004). The 2013 Kreisläufer problem in Austria was 
caused by large amounts of broadcast data from faulty controllers, causing congestion 
in the ICT network. This hindered further transmission of measurements and control 
commands  (Schossig and Schossig 2014). The 2015 and 2017 Ukraine blackouts hap-
pened due to cyber-attacks targeting the critical GSs in the control room (Whitehead 
et al. 2017). These events demonstrate that, in addition to power system disturbances, 
modern CPESs face a wide range of new ICT disturbances, which can impact the per-
formance (or functionality) of GSs and, consequentially, the performance of the whole 
CPES. This makes it necessary to consider the ICT system and the GSs in the planning 
and operation of CPESs.

As a safety-critical system, a CPES should be designed to survive, among others, power 
and ICT disturbances. In this regard, resilience is an emerging concept (acatech/Leopol-
dina/Akademienunion 2021). In contrast to traditional systems designed to be robust, 
i.e., to withstand only known and highly probable disturbances, a resilient system should 
be able to absorb (without failing) and then recover from new and unforeseen distur-
bances as well  (Stanković et  al. 2022). This is essential as it is infeasible and costly to 
harden the CPES against the wide range of disturbances it faces is infeasible and costly. 
This paper contributes to the design of resilient ICT systems for CPESs by proposing a 
method to assess the resilience of the ICT-based GSs in CPES.

Related work and research gap

Due to their strong interdependencies, the performance of power and ICT subsystems 
impacts the performance of the overall CPES  (Tøndel et  al. 2018). Therefore, design-
ing resilient individual subsystems will improve the resilience of the whole CPES. In 
acatech/Leopoldina/Akademienunion (2021), Stanković et  al. (2022), the concept of 
CPES resilience is discussed, and ICT-based GSs are identified as one of the important 
aspects for improving the resilience of CPESs. A comprehensive summary of resilience 
assessment methods, quantification metrics and improvement strategies are presented 
in Stanković et al. (2022), Bhusal et al. (2020) and Afzal et al. (2020). They conclude that 
the quantification and assessment of resilience is still nascent research, which includes a 
wide range of subtopics such as reliability, robustness, risk and security. Although there 
exist several resilience metrics and assessment methods in the literature, they are yet to 
be universally accepted or standardized for CPESs (Bhusal et al. 2020).
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Nan and Sansavini (2017) proposed a quantitative resilience assessment using an area-
under-curve metric called measure of performance. A use case of a Swiss high-voltage 
grid is presented with available power lines and power demand served as measures of 
perfromance. In  Nichelle’Le et  al. (2021), a resilience metric is derived based on the 
states of components. These works, however, focus only on the power system and do not 
explicitly consider the ICT system. ICT components (e.g., smart meters, routers, soft-
ware) have a faster innovation cycle compared to power system components, because of 
which ICT components undergo modifications more frequently (Panteli and Mancarella 
2015). Consequentially, there exists plenty of options to design ICT systems for CPES. 
Some design options are summarized in Kuzlu et al. (2014). They include different com-
munication technologies (e.g., cellular, Ethernet, Internet), types of control and deci-
sion-making (e.g., central, hierarchical, distributed) and network topology (e.g., radial, 
meshed, ring). This necessitates investigating the resilience of ICT systems, especially 
considering different design options.

Regarding the resilience of ICT systems, the authors of Sterbenz et al. (2010) present 
the ResiliNets framework, where resilience is defined as the area under the curve of a 
3 × 3 state space consisting of operational states and service parameters. However, this 
is purely conceptual without practical use cases. Patil et  al. (2020) uses the ResiliNets 
framework for analysing the resilience of a CPES. Here, the number of overloaded power 
lines and the availability of ICT components are used as metrics for the aforemen-
tioned service parameter of both power and ICT systems. The authors of Samarajiva and 
Zuhyle (2013) discuss ICT resilience during natural disasters using metrics such as the 
number of damaged telecommunication lines and base transceiver stations. Resilience 
in interdependent power and ICT systems is surveyed in Liu et al. (2020). Here, metrics 
such as the probability of wireless transmission failure and change in telecommunication 
Quality of Service are discussed. These works, however, focus only on ICT infrastruc-
ture aspects with an emphasis on data transfer. They do not consider the GSs mentioned 
above, which have a direct impact on the grid operation and, consequentially, the overall 
CPES.

To summarize, there is a lack of methods and metrics to quantify the resilience of ICT-
enabled GSs in CPES. The ICT system should be designed such that the GSs it enables 
are resilient, i.e., they should bounce back from disturbances without collapsing. This 
mandates a comparison of the resilience of the ICT design options. Furthermore, the 
existing area-under-curve metrics have unbounded domains (e.g., from zero to large val-
ues), making them hard to comprehend and challenging to use for comparing systems.

Contribution

This paper presents a novel methodology and metrics to quantify the resilience of 
ICT-enabled GSs in a CPES. A formal operational state model of GSs from preceding 
work (Haack et al. 2022) is used to capture the performance of GSs, which is an essential 
aspect of resilience assessment. The input to the model is generated using the sequen-
tial Monte Carlo method, which simulates the behaviour of the ICT system components 
in their useful life. The output of the model is a state trajectory of each GS considered. 
Based on this, metrics are proposed to quantify the individual phases of resilience, which 
are then aggregated to calculate the probability of resilient behaviour of an ICT-enabled 
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GS. Another metric to quantify the aggregated performance of a GS from a resilient 
viewpoint is also proposed. The developed method and metrics are then demonstrated 
using a CPES consisting of the CIGRE medium voltage benchmark grid, a correspond-
ing ICT system and SE as an exemplary service. The results can be used to analyse the 
resilience of existing ICT systems as well as to compare different ICT design options for 
CPES based on the resilience of GSs.

This paper is structured as follows: “Theoritical background” section provides the nec-
essary background, namely, system resilience and the operational states of GSs. This is 
followed by the main contribution in “Proposed methodology” section, i.e., the proposed 
methodology and metrics to assess the resilience of ICT-enabled GSs. “Scenario design” 
and “Results and discussion” sections present the considered simulation scenarios and 
the corresponding results, respectively.

Theoritical background
This section presents the concepts used in this paper. After a brief discussion of system 
resilience, the operational states of ICT-enabled GSs are described.

System resilience

In this paper, the notion of resilience from the German Energy Systems of the Future ini-
tiative (acatech/Leopoldina/Akademienunion 2021) is used. Here, resilience is defined as 
the ability of the system to absorb the impact of disturbances without collapsing and then 
return to normal operation. Figure 1, also known as the resilience bathtub curve, shows 
the exemplary performance over time of resilient and non-resilient systems. When faced 
with a disturbance, a non-resilient system fails/collapses (i.e., near zero performance). In 
contrast, a resilient system stabilises at a lower level of performance (i.e., degrades) and 
quickly returns to normal performance without completely failing. The behaviour of a 
resilient system has four constituting phases which are as follows: 

1	 Robustness is the ability of the system to withstand disturbances without perfor-
mance degradation. In Fig. 1, it can be seen that the resilient system is robust against 

Fig. 1  Resilience bathtub curve with behaviours of resilient and non-resilient systems
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the first disturbance. In contrast, the performance of the non-resilient system is 
reduced to nearly zero as a result of the same disturbance.

2	 Absorption is the ability of the system to respond to a disturbance by moving to a 
lower level of performance without collapsing. In Fig. 1, it can be seen that the resil-
ient system absorbs the second disturbance, i.e., it moves from normal to degraded 
performance.

3	 Stabilization is the ability of the system to maintain itself in the lower level of per-
formance without further degradation. The resilient system in Fig. 1 shows a stable 
operation with degraded performance.

4	 Recovery is the ability of the system to restore to normal operation. The resilient 
system in Fig. 1 is recovered from a degraded to normal performance faster than the 
non-resilient system. Recovery can either be through the system’s innate response or 
via repair actions.

Since a system could potentially absorb a disturbance and instantly recover from it, the 
stabilization phase can be considered optional from a resilience viewpoint. While there 
exists a consensus in the literature about the last three phases, some authors such as 
acatech/Leopoldina/Akademienunion (2021), (Sterbenz et al. 2010) consider robustness 
as a part of resilience, whereas other authors (Stanković et al. 2022; Nan and Sansavini 
2017) do not. Furthermore, the state after recovery is often referred to as improved nor-
mal as a resilient system is expected to learn and improve from disturbances  (Panteli 
and Mancarella 2015). This, however, is beyond the scope of this paper. In summary, 
absorption and recovery are mandatory phases for a resilient system, whereas robust-
ness and stabilization are optional.

Operational states of ICT‑enabled grid services

The ICT system in a CPES consists of hardware and software components for data 
acquisition, actuation, computation and data transfer. Hardware includes sensors (e.g., 
remote terminal units and smart meters), controllers (e.g., intelligent electronic devices, 
routers, communication links (e.g., fibre optic, DSL, cellular) and servers. Whereas, the 
software includes algorithms for processing and decision-making (Narayan et al. 2019). 
Each GS requires a specific combination of hardware and software from the ICT system, 
and an ICT system can host several GSs, which may share the ICT components. For 
example, a server may host SE as well as contingency assessment services. In addition 
to hardware and software requirements, certain GSs may also depend on the results of 
other GS. For example, a coordinated dispatch from the control room uses the results of 
SE (Klaes et al. 2020). The main goal of the ICT system in CPES is to enable the GS, and 
therefore, the ICT system should be designed to ensure the proper functionality of the 
GSs.

Since resilience is represented as performance over time (cf. “System resilience”), 
a prerequisite for assessing the resilience of GSs is determining their performance. In 
this regard, the operational states of GSs, which represent their performance, are used. 
This concept is published in Klaes et al. (2020) followed by its modelling and validation 
in Haack et al. (2022). SE and voltage control are presented as exemplary GSs in these 
papers.
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Based on three properties of the ICT system, namely the availability of components, 
timeliness of data transfer and correctness of data (i.e., measurements and control 
commands), the performance of a GS can be classified into one of the following three 
states (Narayan et al. 2021):

•	 Normal state: In this state, the GS is fully functional (ideal performance) and can 
be used by the system operator as intended. Here, coordinated decision-making is 
possible with low uncertainties since the required data is available and is transmit-
ted correctly in time. A GS is said to be in normal state if either no disturbance 
has occurred or if the occurred disturbance does not result in performance degra-
dation.

•	 Limited state: In this state, the GS has a partial performance degradation. Distur-
bances impacting the availability, timeliness and/or correctness can cause a GS to 
transition from the normal to the limited state. Here, the GS typically resorts to 
using its fallback mode (e.g., using historical measurements when real-time field 
measurements are lost). Depending on the disturbances, there is also an increased 
risk of further performance degradation of the GS. The limited state indicates high 
uncertainties when using the GS, implying that the system operator should use it 
with caution while aiming to recover it to its normal state.

•	 Failed state: In this state, the GS exhibits full (or unacceptable) performance deg-
radation, i.e., not being available, too slow/late or yielding grossly incorrect results. 
Depending on the criticality of the GS, the system operator should immediately take 
suitable actions to improve its performance. Disturbances that impact vital ICT com-
ponents, such as servers, can cause the GSs that depend on these components to fail.

These operational states are formalised in the preceeding work  (Haack et  al. 2022), 
where the ICT system is modelled as a graph. The operational states and the conditions 
for transitions among them are modelled using deterministic finite state automaton, 
with one automaton for each GS. The conditions for transitions are based on the three 
aforementioned properties, i.e., availability, timeliness and correctness, which are cal-
culated based on the ICT graph. These three properties capture the impact of different 
disturbances (e.g., hardware failures, delays, software malfunctions) and repair actions 
(e.g., repairing hardware, restarting the server) on the ICT system and, consequentially, 
on the GSs by triggering state transitions. The input to the model is a sequence of events 
(disturbances and repair actions). The output of the model is the operational state trajec-
tory (sequence of states) of each GS corresponding to the input events. This operational 
state model is used in the methodology proposed in the current paper.

In the rest of the paper, the normal, limited and failed states are denoted as N 
(green), L (yellow) and F (red), respectively. Figure  2 shows the three operational 
states as well as transitions among them for an ICT-enabled GS. For example, NL and 
LF denote the transitions from N to L and from L to F, respectively. Disturbances can 
degrade the operational state (i.e., NF, NL, LF), whereas repair actions can improve 
the state (i.e., LN, FN, FL). Depending on the ICT system and the GS, certain distur-
bances and repair actions may not necessarily result in a state change. These are rep-
resented by the self-transitions NN, LL and FF.
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Proposed methodology
This section presents the proposed methodology and metrics to assess the resilience 
of ICT-enabled GSs in a CPES. Starting with the core idea of mapping the operational 
states of the GSs to their resilience, the proposed method is then explained, followed 
by the metrics to quantify resilience.

Mapping operational states to resilience

This paper focuses on assessing the resilience of the GSs as the role of the ICT sys-
tem in CPES is to enable the GSs, which has a direct impact on the operation of the 
interconnected power system. Based on the discussions in “System resilience” and 
“Operational states of ICT-enabled grid services”, it can be seen that the operational 
states of the GSs capture their performance, which is an essential aspect of resilience 
assessment. Therefore, the operational states of the GSs can be used to assess their 
resilience. Particularly, the transitions among the states can be mapped to the four 
phases of resilience as follows:

•	 Robustness can be captured by NN, implying that the input event (disturbance or 
repair) does not result in performance degradation and the GS stays in the N state.

•	 Absorption can be captured by NL, implying that the input event has caused a 
performance degradation in the GS, but has not yet failed.

•	 Stabilization can be captured by LL, which shows the ability of the GS to maintain 
itself in a degraded state (i.e., in L state) without failing.

•	 Recovery can be captured by LN, implying that the GS is restored to normal per-
formance, possibly via repair actions.

Since disturbances are uncontrollable and inevitable, these phases continue to occur 
throughout a resilient system’s lifetime. The resilience of the system can then be 

Fig. 2  Operational states and transitions of an ICT-enabled Grid Service
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determined based on how often each of these phases occurs. Specifically, the phases 
of resilience can be mapped to the transitions within as well as between the N and 
L states. This includes degradation (due to disturbances) as well as recovery (due to 
repair actions). In summary, the resilience of a GS can be assessed using its oper-
ational state trajectory considering disturbances and repair actions, collectively 
referred to as input events.

Figure 3 shows the overview of the proposed methodology, which can be used to assess 
the resilience of each GS in the ICT system. The input to the method is ICT network 
information, which consists of four aspects—ICT components, their interconnections 
(i.e., topology), failure rates and repair rates. The blue boxes indicate the contributions 
of this paper and are explained in the following subsections, while the grey box indi-
cates the preceding work (Haack et al. 2022). The different blocks of Fig. 3 are described 
below.

Generate input events

As mentioned in “Operational states of ICT-enabled grid services”, the finite state 
automaton from Haack et al. (2022) can determine the operational state of GSs based on 

Fig. 3  Proposed methodology to assess the resilience of ICT-enabled Grid Services



Page 9 of 20Narayan et al. Energy Informatics  2023, 6(Suppl 1):23

the input events. The current paper aims to study the performance and, consequently, 
the resilience of the GSs. Therefore, in contrast to Haack et al. (2022), which considers 
only a few pre-defined disturbances as input events, the current paper models a wide 
range of input events consisting of disturbances as well as repair actions. For a given 
ICT system, the input generation should be done in a generalised manner. These inputs 
should reflect the typical events that the ICT system and, thus, the GSs will encounter 
during operation, given that the results are intended to support ICT design decisions. 
This requires a probabilistic approach since ICT disturbances are stochastic. This paper 
employs the sequential Monte Carlo (SMC) method. It is a systematic approach that 
simulates the realistic behaviour of components and systems as a sequence of random 
events that build upon each other as the system progresses over time (Panteli and Kir-
schen 2011). The SMC method enables the assessment of the system state, in this case, 
the state of each GS, at any desirable time using the state of the individual ICT compo-
nents, which are considered input events.

The SMC method requires a component behaviour model to determine the state of 
each ICT component and the duration for which the component stays in that state. 
Assuming that the ICT components are operating in their useful life phase, the behav-
iour of each component can be modelled using an exponential distribution (Panteli and 
Kirschen 2011). This is a common assumption as the failure rate of a component outside 
its useful life phase is drastically high (Kröger 2008; Tuinema et al. 2020). According to 
this model, an ICT component c can transition between fully functional (UP) and out-
of-service or failed (DOWN) states. The time c stays in UP and DOWN states is called 
time to fail (TTF) and time to repair (TTR), respectively, which can be calculated as fol-
lows (Panteli and Kirschen 2011):

Here �c and µc are the failure and repair rates of the component c, respectively, and U1 
and U2 are two uniform random numbers in the interval (0, 1]. These rates remain con-
stant during the component’s useful life phase (Tuinema et al. 2020). An operating (or 
UP-DOWN) sequence of c can now be generated by alternatively sampling values of 
TTFc and TTRc using Eq. (1). This can then be extended to all components of the ICT 
system by considering their respective failure ( � ) and repair ( µ ) rates. Initially, all com-
ponents are assumed to be fully functional (UP).

The top three curves in Fig.  4 show the exemplary operating sequences of the ICT 
components. Note that the values of TTF and TTR​ shown in the figure are unique as 
they depend on random numbers U1 and U2 (cf. Eq. 1). Therefore, different combinations 
of components failure and repair sequences can be generated using this method, which 
results in different input events to the finite state automata.

Calculate operational state trajectories and transition probabilities

At each time step k, the set of the states of all ICT components is given as an input to 
the automata (cf. “Operational states of ICT-enabled grid services”), which is then used 
to assess the state of the corresponding GSs. When repeated for several time steps, this 
results in a sequence of operational states, i.e., the state trajectory, of the GSs. Note that, 

(1)TTFc = −ln(U1)

�c
, TTRc = −ln(U2)

µc
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as shown in Fig. 3, each GS has its automaton (denoted as FSA), resulting in one trajec-
tory for each GSs. The bottom curve of Fig. 4 shows an exemplary state trajectory of a 
service GSi . Since all components are initially UP, the state of GSi at k0 is N. At k1 , the 
state of GSi is also N, indicating an NN transition from k0 to k1 . This indicates that GSi is 
robust to the input events at this time step, i.e., the failure of component-n (shown in the 
third curve from the top). It can be seen that the state trajectory resulting from the input 
events can have both degradations (e.g., NL between k1 and k2 ) as well as recoveries (e.g., 
FL between k3 and k4 ). It can also be seen that the SMC can model the impact of simul-
taneous component failures and repairs on GSs. For instance, components 1 and n are 
both in the DOWN state at k2 and are repaired simultaneously at k4 . Since the ICT sys-
tem is modelled as a discrete system, the states and the transitions of a GS are discrete, 
i.e., transitions occur instantly at time steps without slopes (unlike Fig. 1). Based on the 
state trajectories of the GSs, the probabilities (p) of the nine transitions shown in Fig. 2 
can be computed using the condition pij = 1 , where i, j ∈ {N , L, F} , i.e., all the nine 
transition probabilities should sum to one.

The stochasticity of the SMC mandates a convergence condition for determining 
the number of simulation steps required to achieve the desired level of confidence in 
the results. Equation  (2) shows the condition used in the paper and is based on the 
absolute error of transition probabilities.

Fig. 4  Example sequence of input events and state of a GS in SMC
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Here k is the number of samples (or time steps), Spk  is the variance for the k samples of 
transition probabilities p and Z is the standard normal value for the required confidence 
interval. For a 95% confidence, the value of Z is 1.96. The term Spk /

√
k  denotes the dif-

ference between the true mean and the sample mean. The transition probabilities of the 
GSs are computed using their respective state trajectories, until the time step k at which 
the absolute error is less than 1% . The SMC terminates when the absolute error of all 
nine transition probabilities for each GS considered satisfies Eq. (2).

Metrics to quantify resilience of a grid service

The quantification of the resilience of a GS requires suitable metrics. The metrics pro-
posed in this paper are derived based on the aforementioned transition probabilities 
because the phases of resilience can be mapped onto them (cf. “Mapping operational 
states to resilience”). The following metrics are defined for the four phases of resilience.

Here RH , RA , RS and RR denote the robustness (or hardening), absorption, stabilization 
and recovery metrics, respectively. The different values of p represent the corresponding 
transition probabilities, e.g., pNN denotes the probability of NN transition, which indi-
cates robustness, and pLN represents the probability of LN transition, which indicates 
recovery. Using these, a metric R denoting the probability of resilient behaviour of an 
ICT-enabled GS can be defined as:

Here the value of the coefficient e goes to zero when the trajectory has an absorption 
without recovery and vice versa, as they are mandatory for resilient behaviour (cf. “Sys-
tem resilience”). Since R is calculated based on probabilities, its domain is [0, 1], and its 
value is dimensionless. R = 1 indicates the highest probability of resilient behaviour of a 
GS with its state trajectory consisting of only the transition between and within N and 
L states, including absorption and recovery. On the other hand, R = 0 indicates that the 
probability of resilient behaviour is zero, implying that the GS is not resilient. 0 < R < 1 
indicates that the GS has some probability of resilient behaviour. This means that its tra-
jectory enters the F state at least once but also has at least one absorption and one recov-
ery phase, which do not necessarily have to be consecutive.

Equation (4) shows that the resilience of a GS depends only on pNN , pNL , pLL and pLN , 
i.e., probabilities of the transitions within and between N and L states. This is because, as 
in Fig. 1, a transition to failure or the F state is typically not considered to be a resilient 
behaviour. These transitions, namely, NF, LF and FF, however, can yield valuable insights 
into the performance of a GS. For instance, a disturbance causing an NF transition can 

(2)Z
S
p
k√
k
< 0.01

(3)RH = pNN , RA = pNL, RS = pLL, RR = pLN

(4)R = e(RH + RA + RS + RR),

(5)where, e =
{

0 (RA > 0 ∨ RR > 0) ∧ RA × RR = 0,

1 otherwise.
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be regarded as a high-impact event causing the GS to fail instantly (without entering the 
L state). The FF transition captures the inability of the GS to escape the F state. Accord-
ingly, the following two metrics can be defined:

The failure metric (or failure probability) RF captures the (dis)ability of the GS to enter 
and stay in F state. R̂R is the extended recovery metric, which, in addition to RR (i.e., 
pLN ), also includes recoveries from F. Considering this, a metric RMOP , which measures 
the performance of a GS from a resilience viewpoint, is defined as:

Here wN ,wL,wF ∈ [0, 1] are the weights of the transitions to the N, L and F states, 
respectively. They can be used to weigh the contribution of the three states to the overall 
performance of the GS and could be adjusted as required. Typically, wN > wL since it is 
better for a GS to be in N state than in L. Since a failure is an undesired behaviour from 
the resilience perspective, the performance metric RMOP is penalised (i.e., subtracted) 
by the failure metric RF . Due to this penalisation, the domain of RMOP is [−1, 1] , and its 
value is dimensionless.

Although the metric R (Eq. 4) captures resilience as discussed in “System resilience”), 
several state trajectories can have an R value of one. Examples include (i) a GS that 
remains in the N state with only NN transitions, (ii) a GS that oscillates between N and L 
states, and (iii) a GS that enters L, stays there for a long time (LL transitions) and recov-
ers to N state. This is because they are all resilient based on the definition in acatech/
Leopoldina/Akademienunion (2021), which also makes it challenging to compare the 
GSs solely based on R. In such cases, the metric RMOP from Eq. (8) can be used along 
with R to assess the performance of a GS. Therefore, the resilience and the performance 
of individual GSs can be quantified using Eqs. (4) and (8).

In the rest of the paper, exemplary weights of wN = 1 , wL = 0.5 and wF = 1 are con-
sidered. Consequentially, RMOP = 1 indicates that the GS remains in the N state (best 
possible performance). If 0 < RMOP < 1 , it indicates that the GS is in the N and L states 
more than the F state. Contrarily, RMOP < 0 indicates that the GS is expected to enter in 
F state frequently ( RF is greater than the sum of the other terms in Eq. (8), despite the 
repair actions considered in the input events. Figure 5 shows the exemplary operational 
state trajectories of six GSs to illustrate the proposed metrics R and RMOP . The SMC 
is assumed to have converged within six time steps in all these cases. The R values of 
GS1 and GS2 indicate a 100% probability of resilient behaviour with GS1 never degrad-
ing and GS2 having both absorption and recovery phases without failing. However, GS2 
has a worse performance, i.e., lower RMOP , since it enters the L state more than GS1 . 
Contrarily, GS4 and GS5 both have zero probability of resilient behaviour. The former 
has absorption but never recovers from the L state, while the latter often fails without 
absorption and recovery. In this case, the RMOP metric can be used to identify the better 

(6)RF = pNF + pLF + pFF

(7)
R̂R = R̂R,N + R̂R,L + RR

where, R̂R,N = pFN and R̂R,L = pFL

(8)RMOP = wN (RH + RR + R̂R,N )+ wL (RA + RS + R̂R,L)− wF (RF )
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GS, which in this case would be GS4 , which has fewer transitions to F state. This also 
indicates that it would be easier to make GS4 resilient when compared to GS5 . Both GS3 
and GS6 have positive resilience probability R despite entering F state. However, the 
RMOP of GS6 is negative and GS3 is positive because the former has more transitions to 
the F state. Overall, while GS1 depicts the ideal GS from a resilient viewpoint, GS2 is the 
second best considering both resilience probability R and performance RMOP . Although 
GS4 has a higher RMOP than GS2 and GS3 , the former is considered worse from a resil-
ience viewpoint because it has zero resilient behaviour probability. Note that the values 
of RMOP depend on the chosen weights.

The developed metrics are modular, i.e., the phases can be analysed both individually 
as well as in combination with others to quantify the overall resilience of the GS. As dis-
cussed in “System resilience”, some research considers robustness to be part of resilience, 
while others do not. In the latter case, Eqs. (4) and (8) can be easily adapted by removing 
RH (robustness metric). Then, the other metrics have to be scaled accordingly in order 
for R and RMOP to have the same domain, i.e., [0, 1] and [−1, 1] , respectively. Since these 
metrics have a bounded domain, they are easy to comprehend and hence, can be used as 
a basis to compare the resilience of different GS architectures and design choices, e.g., 
central vs distributed SE. This can then be used for designing ICT systems with the goal 
of improving the resilience of the GSs it enables.

Scenario design
This section presents the simulation scenario to demonstrate the proposed resilience 
assessment methodology and metrics. The scenario consists of an ICT network with SE 
as an exemplary GS, both of which are explained in the following subsections. Note that 
the GS simulation in this paper is done from an ICT point of view while abstracting the 
power system aspects.

State estimation service

SE is one of the most important GS as it estimates the state variables, i.e., bus volt-
age magnitudes and angles, in real-time based on field measurements from sensors 

Fig. 5  Exemplary state trajectories of six GSs to illustrate the proposed metrics
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located across the ICT system (Abur and Gomez-Exposito 2004). This paper consid-
ers a central weighted-least squares SE, where measurements from sensors are trans-
mitted via the communication network to a server, typically located in the control 
room. The server hosts the SE algorithm, where the received measurements are pro-
cessed, and the state variables are estimated. The necessary condition for the solv-
ability of the weighted-least squares SE is ρ(H) = nsv (Klaes et al. 2020), where ρ(H) is 
the rank of the Jacobian matrix H and nsv is the number of state variables. H relates to 
the field measurements with the state variables and is calculated based on the avail-
able field measurements. Failure of sensors or communication network problems may 
result in a loss of field measurements at the server, possibly violating the solvability 
condition. In this case, suitable pseudo-measurements (PMs) can substitute the miss-
ing field measurements to satisfy the solvability condition. PMs are typically based on 
historical measurements and, therefore, increase the uncertainties of SE results when 
used (Abur and Gomez-Exposito 2004).

Figure 6 presents the process behind the automaton for the operational state assess-
ment of the SE service at each time step k of the SMC simulation. The unavailabil-
ity (or failure) of the server causes the SE to transition to the F state unless there is 
a backup or a redundant server. If a server is available, the solvability condition is 
checked with the field measurements available at the server at that time step. If the 

Fig. 6  Operational state assessment of state estimation (SE) service
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solvability condition is satisfied, the state of SE is N, else suitable PMs are used, and 
the condition is checked again. If the solvability condition is satisfied using PMs, the 
state of SE is L; else, the state of SE is F. The solvability condition can also be violated 
if suitable PMs are not available or if too many field measurements are lost, thereby 
requiring too many PMs. Typically, a threshold is defined for the maximum number 
of PMs that could be used in each run of SE, i.e., at each time step k. In the N state, 
the operator can confidently trust and use the results of SE service to take operational 
decisions, whereas, in the L state, the results should be used with caution (cf. “Opera-
tional states of ICT-enabled grid services”). The time step is then advanced, and the 
process in Fig. 6 is repeated. When repeated for several time steps, this results in the 
operating state trajectory of the SE service, based on which its transition probabilities 
can be calculated.

Designs of ICT systems

To demonstrate the proposed method and metrics for the resilience assessment of GSs, 
two ICT system designs (D1 and D2) for the CIGRE MV benchmark power grid are con-
sidered, both with the SE service. Since there is a lack of standard ICT system designs for 
CPES, the designs considered in this paper represent two possibilities considering the 
increasing penetration of ICT in distribution grids. They are based on the ICT scenarios 
presented in Narayan et al. (2021), Kuzlu et al. (2014).

Figure 7 shows the two ICT designs considered in this paper. Here, the ICT system 
consists of sensors, servers, ICT nodes and wired ICT links. Each bus, representing a 
substation, is associated with an ICT node, shown with blue circles in Fig.  7, and the 
ICT links follow the grid topology. The top three buses have a transformer between 
them. This indicates that they are located in the same substation and hence are associ-
ated with the same ICT node 0. Sensors, indicated by yellow circles, are located at the 

Fig. 7  Two ICT system designs (D1 and D2) for the CIGRE MV benchmark grid are shown in grey in the 
background
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buses and measure power system parameters such as voltage and current. Since the 
CIGRE medium voltage grid represents a distribution grid, which typically has limited 
observability, sensors are placed only at specific buses, as shown in Fig. 7. The server is 
located at bus-8, the most central node [measured using the betweenness centrality as 
in Narayan et al. (2021)]. It hosts the SE software described in “State estimation service”. 
In design D1, 8.1 and 8.2 represent redundant nodes for the servers, which are located 
at the same bus. The ICT nodes and links facilitate communication between the sensors 
and the server.

The design of the ICT system, which also includes the design of the GSs, influences the 
performance and, consequentially, the resilience of the GSs. Table 1 presents the factors 
differentiating ICT system designs D1 and D2. They are chosen to include hardware-
based factors, such as observability and redundancy, and software-based (or algorith-
mic) factors. Although several other factors exist for designing ICT systems with GSs 
(see (Wolgast and Nieße 2019; Antoniadou-Plytaria et al. 2017) for examples), this paper 
is restricted to the ones in Table  1, since the goal is to demonstrate the ability of the 
method and metrics to assess the resilience of GSs considering different ICT system 
designs. The considered design factors are:

•	 Observability: This is the percentage ratio of the number of sensors to buses. While 
the power grid has 15 buses, the ICT system D1 has 13 sensors (87% observabil-
ity), and D2 has 10 sensors (66% observability). Higher observability should result in 
higher robustness in the case of measurement losses.

•	 PM availability: When the solvability condition is not satisfied using field measure-
ments, the SE service uses PMs. D1 has PMs for buses 8 and 14, whereas D2 has 
PMs for buses 3, 5, 9, 10 and 14. The higher the availability of PMs, the more the SE 
service can transition to and stay in the L state instead of failing (F state). This should 
improve absorption as well as stabilization (cf. “Mapping operational states to resil-
ience”).

•	 Server redundancy: As shown in Fig. 6, a failure of the server will cause the SE ser-
vice to fail and, so server redundancy could improve its robustness, i.e., staying in N 
state. This makes the server one of the most critical ICT components. While design 
D1 has redundant servers as well as ICT nodes and links to which it is connected, 
design D2 has a single point of failure.

While PM availability is a GS-specific design factor for the SE service, observability 
and redundancy are general design factors for all the GSs in the ICT system. The SMC 
method also requires the rates �c and µc for the ICT system components (cf. Eq. 1). For 
simplicity, uniform values of �c = 0.009 h−1 and µc = 0.2 h−1 are assumed for all ICT 

Table 1  Factors differentiating the two ICT system designs

Factors System D1 System D2

Observability 87% 66%

PM availability Buses 8, 14 Buses 3, 5, 9, 10, 14

Server redundancy Yes No
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components based on Panteli and Kirschen (2011). This assumption could, however, eas-
ily be removed by using the corresponding rates of the ICT components. Based on these 
design considerations, the following hypothesis is outlined for the simulations results 
presented in this paper:

Hypothesis  The SE service in the ICT system design D1 will have more robustness than 
design D2, while that in D2 will have more absorption and stabilization than D1.

Results and discussion
This section presents the simulation results showing the resilience and the performance 
of the SE service considering the two ICT system designs D1 and D2. The simulations 
are done in Python using the NetworkX1 package for modelling the ICT graph. The con-
vergence of the SMC method required 14,900 and 11,108 time steps for D1 and D2. This 
is because design D1 has more ICT components than D2, implying more variability due 
to the increased number of operating sequences. The resulting operational state trajec-
tory of the SE service is then used to compute the probability of its state transitions. Its 
resilience is then computed using the equations from “Metrics to quantify resilience of a 
grid service”.

Figure 8 shows the results of Eqs. (3), (6) and (7), i.e., the phases of the resilience of the 
SE service, also considering the degradation to and recovery from F state. The results 
show that, for the SE service, design D1 is more robust ( RH ) compared to D2, mean-
ing that the SE service in D1 has more resistance to degradation from N. This can be 
attributed to the increased hardware redundancy (i.e., more observability and redun-
dant servers) in D1. On the other hand, owing to the increased PM availability, D2 has 
higher values of absorption ( RA ) and stabilization ( RS ) metrics than D1. Specifically, 
more PMs enable the design D2 to compensate for the loss of more field measurements, 
caused either due to the failure of the sensor itself or the communication path between 

Fig. 8  Metrics showing phases of the resilience of SE service for both ICT system designs

1  NetworkX: https://​netwo​rkx.​org/ (last accessed: 17th June 2023).

https://networkx.org/
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the sensor and the server, than D1. These results also validate the aforementioned 
hypothesis.

The design D2 has a marginally higher failure metric ( RF ), indicating that D2 enters 
the F state more often compared to D1. Furthermore, it can be seen that the extended 
recovery metric ( ̂RR ) of both designs is greater than the respective recovery metric ( RR ) 
since the former includes the value of the latter (cf. Eq. 7). This shows that the proposed 
method and metrics can quantify the individual phases of the resilience of an ICT-ena-
bled GS, including the transitions related to the F state. The impact of the design fac-
tors shown in Table 1 on the phases of resilience can also be captured. Using the results, 
relevant design factors that improve the favourable phases of resilience, while lowering 
unfavourable ones (i.e., RF ), could be analysed and implemented.

Table 2 presents the calculated probability of resilient behaviour R from Eq.  (4) and 
the corresponding performance RMOP from Eq. (8) of SE service for the two ICT system 
designs. These metrics aggregate the phases from Fig. 8. Since both designs have a simi-
lar value of resilience probability R, it can be said that the decrease of RH in design D2 
is nearly compensated by the increase in RA and RS . However, because of higher RF and 
lower R̂R values, design D2 has a lower performance RMOP than D1. It can be concluded 
that the ICT system design D1 is better for the considered implementation of the SE ser-
vice (i.e., centralised WLS), because of the higher RMOP than D2. However, both R and 
RMOP are less than the maximum possible value of 1 (cf. “Metrics to quantify resilience 
of a grid service”), indicating a possibility for improvement in the design D1.

This approach can be extended to consider more ICT system design factors and GSs. 
The corresponding results might indicate that different designs are better for differ-
ent GSs. The criticality of the GSs, if known, can be used to decide between ICT sys-
tem designs. Furthermore, cost is an important factor, against which resilience has to 
be weighed while designing systems (Stanković et al. 2022). In the considered scenario, 
increasing grid observability and redundancy will require more sensors and servers, 
respectively. Consequently, although design D1 offer better resilience performance than 
D2 for the SE service, D1 will be more expensive due to increased hardware compo-
nents. Therefore, the proposed method and metric can serve as one of the aspects of 
system design as improving the resilience (and performance) of the GSs can improve the 
resilience (and performance) of the interconnected power system.

Conclusion and future work
This paper presents a method and metrics for the resilience assessment of ICT-enabled 
GSs in CPES. The operational state model of GSs, which classifies their operational state 
into normal, limited or failed states, is used for quantifying their performance. Sequen-
tial Monte Carlo simulations are performed using the exponential distribution model 

Table 2  Resilience and performance of SE service for ICT system designs D1 and D2

Grid service ICT system design R (no unit) RMOP (no unit)
Eq. (4) Eq. (8)

SE D1 0.871 0.605

D2 0.866 0.436
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of the ICT components. This yields a state trajectory of the GSs based on which their 
transition probabilities are computed. Using this, metrics are derived to quantify the 
different phases of resilience, which are then aggregated to compute the probability of 
resilient behaviour. Another metric for measuring the performance of a GS from a resil-
ient viewpoint, including the failed state, is also proposed. While the aggregated met-
rics quantify the overall resilience of the GS, the individual metrics quantify its different 
phases. The method and metrics are demonstrated using two ICT system designs for the 
CIGRE medium voltage grid with the SE service. A preliminary simulated-based vali-
dation is performed based on hypothesis testing. Since enhancing the resilience of the 
ICT system with the GSs can enhance the resilience of the whole CPES, the proposed 
method can be used to analyse and compare various design factors for the ICT system.

Future research should include additional simulations employing larger ICT networks, 
especially with more GSs. This is essential since SMC simulations could be computation-
ally intensive for larger networks. Along these lines, an elaborated validation of the pro-
posed method should also be conducted. Further properties of the ICT system, such as 
timeliness (latency) and correctness (data corruption), should also be integrated into the 
SMC simulation. This will enable the analysis of further ICT design factors (e.g., network 
topology, different GS algorithms, bandwidth, computational resource) on the resilience 
of GSs. In this regard, the sensitivity of the resilience phases to the various design factors 
could also be of interest.
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