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de Data integration in the energy sector, which refers to the process of combining

! Institute for Automation and harmonizing data from multiple heterogeneous sources, is becoming increasingly
;W%”E;iﬁg‘ﬁ:fg;fms difficult due to the growing volume of heterogeneous data. Schema matching plays
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Germany ing raw energy data to a generic data model. This study uses an energy domain
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Augustin, Germany heterogeneous data. We developed two energy domain language models, Energy

BERT and Energy Sentence Bert, and trained them using an open-source scientific
corpus. The comparison of the developed models with the baseline model using real-
life energy domain data shows that Energy BERT and Energy Sentence Bert models
significantly improve the accuracy of schema matching.
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Introduction

Data sharing between different energy sectors is essential to improve the efficiency of
modern energy systems. However, the energy sector generates large amounts of data
from various sources, including sensors, devices and systems that can have different for-
mats, structures, and representations (Malarvizhi and Kalyani 2013; Zhang et al. 2023).
As proposed in the EU Data Act, industrial data should be shared, stored and processed
in a fair and secure way. It is an essential step to share the data among the whole energy
sector by harmonizing the data schema into a common data representation (Sayah et al.
2021), which requires the involvement of schema matching to map the data from the dif-
ferent sources to a generic data representation. The matching of data between different
companies is a challenging task, which costs both time and human resources. Manually
matching, as the current solution, while generally providing high accuracy, usually needs
collaboration between organizations (Sutanta et al. 2016), which can be quite time-con-
suming when dealing with huge varieties of data. A common data representation for
data sharing is crucial for decision making and analysis, as well as for the development
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of new energy technologies and solutions. By automating the schema matching pro-
cess, the accuracy and efficiency of data integration can be improved, leading to better
insights and outcomes in the energy sector.

Schema matching aims to find semantic correspondence between elements of two
schemas. To illustrate the process of schema matching, two datasets are matched with
data models in Fig. 1. The state-of-the-art automatic schema matching technology (Fer-
nandez et al. 2018; Pan et al. 2022) typically involves the use of machine learning algo-
rithms, such as deep learning neural networks, to identify and match similar structures
in energy-related datasets. These technologies often rely on graph-based representa-
tions of schemas and can leverage additional information such as ontologies and contex-
tual data to enhance their accuracy. There are several ways of implementing automatic
schema matching. A taxonomy covering a number of existing approaches is presented
in Rahm and Bernstein (2001). Afterward, a new semantic-based schema matching
approach using WordNet was proposed in Giunchiglia et al. (2007). SEMPROP (Fer-
nandez et al. 2018), which is based on syntactic and semantic similarities using word
embeddings and proposed by Raul Castro Fernandez et al, was proved to work better
than other state-of-the-art automatic schema matching methods.

Unfortunately, word embedding cannot distinguish the word with multiple meanings.
However, with the recent breakthrough of natural language processing (NLP), the BERT
(Bidirectional Encoder Representations from Transformers) pre-training model (Kenton
and Toutanova 2019) in 2018 changed the traditional standard one-directional training
model to use a deep bidirectional transformer. It is designed to understand and gener-
ate human-like text by capturing contextual relationships between words in a given sen-
tence. BERT learns information from the left and right contexts of the target word. In
contrast to the previous word embedding model, BERT captures the different meaning
for the same word in different contexts.

In the past three years, BERT has developed rapidly with variants such as BioBert (Lee
et al. 2020), SciBert (Beltagy et al. 2019) and RoBERTa (Liu et al. 2019), which have made
great improvements in terms of size and structures according to domain-specific appli-
cation. Unfortunately, most of the research focuses on biomedical, computer science,
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and social media, neglecting the exploration of energy domain. Additionally, the origi-
nal BERT language model is focused on text-mining tasks: Named Entity Recognition
(NER), Relation Extraction (RE), Question Answering (QA) and etc. The language model
for the schema matching task requires further development and testing. In Héttasch
et al. (2022) and Pan et al. (2022), both used the existing pre-trained language model
for the schema matching tasks and achieved a better result than the state-of-the-art
method. However, they have not applied the domain-specific language model to the
schema matching task. Both works use the existing Bert model without any additional
training. As mentioned in Hattasch et al. (2022) and Gururangan et al. (2020), domain
special training is possible to improve the accuracy of schema matching in the special
domain. In this paper, we extend the existing schema matching process with a domain-
specific pre-trained model.
In summary, the contributions of the paper are:

+ A new automatic schema matching process using a domain-specific pre-trained lan-
guage model;

+ Development of Energy Bert and Energy Sentence Bert for schema matching task;

+ Evaluation of the new schema matching process and the developed language model

with energy domain datasets.

Related work

Schema matching method

There are two main automatic schema-matching methods. Firstly, the COMA is a
rule-based system that uses a path-based approach to compare schema and ontology
elements and is a highly evolved and customizable system that allows for the combina-
tion of different matching algorithms and supports RDF (Resource Description Frame-
work), OWL (Web Ontology Language), Linguistic based and structure based input
(Do and Rahm 2002). It has been developed for three different versions COMA++ and
COMA3.0 (Aumueller et al. 2005; Massmann et al. 2011). COMA++ is an extension
of COMA that introduces machine learning techniques to improve matching accuracy.
It also includes advanced matching strategies such as fragment matching and context-
based filtering. COMA 3.0 is a further development of COMA++ that includes sup-
port for enriched mappings and ontology merging. It introduces new components such
as an Enrichment Engine, a Merge Engine, and a Transformation Engine. But COMA
is developed for general domain schema matching and does not take into account the
specific characteristics and abbreviations of the energy domain. It relies on the avail-
ability of a large set of training data to generate accurate schema matching. In the energy
domain, such labeled training data is limited, making it more challenging to obtain accu-
rate schema mappings.

Secondly, in Pan et al. (2022) a schema matching process based on semantic simi-
larity was developed, which used the active learning method to combine the different
matcher with a small amount of labeled data and achieved a better result. It uses a two-
step matching process: dataset level and attribute level, to reduce the computation time.
Moreover, this methodology incorporates the existing Bert language model for schema
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matching; regrettably, it lacks domain-specific training. This process which is a more
general approach based on different semantic similarity calculation methods (e.g., edit
distance, WordNet, and other corpus-based methods), is used as a starting point for this
paper. We modified and further developed it to a domain-specific and language model-
based schema matching process in this paper.

Pre-trained language model

The two representative models trained on the corpus in their respective domains with-
out changing the basic Bert structure, BioBert and SciBert, were proven to significantly
improve their performances of tasks in their fields. BioBert shifts the word distribution
from general domain corpus to biomedical corpora, which performs significantly better
in three biomedical text mining tasks (NER, RE and QA) (Lee et al. 2020). Similarly, the
training data in Scibert consists of 82% biomedical and 12% computer science. Scibert
even outperforms BioBert results on BC5CDR and ChemProt in the biomedical domain
and achieves new SOTA results on ACLARC, and the NER part of SCiERC (Beltagy et al.
2019). The advantage of these well-trained models is that they can more accurately iden-
tify words in their corresponding domain.

In 2019, SBERT (Sentence BERT) (Reimers and Gurevych 2019) based on transformer
networks like BERT was proposed to improve efficiency on sentence-pair regression
tasks like semantic textual similarity (STS). Since BERT and ROBERTA need to feed
both sentences into the network, they modified the pre-trained BERT network to reduce
computational overhead. However, sentence pairs used for training are expensive and
difficult to produce, Sequential Denoising Auto-Encoder (TSDAE) method (Wang et al.
2021) trains the sentence embedding in an unsupervised manner by adding a certain
type of noise into the encoder layer and then reconstructing the vectors into the original
input. This solves the problem of limited labeled sentence pairs in the energy domain.
Therefore, we reused TSDAE to train our domain-specific language model for schema
matching.

Method

In this section, the new schema matching process is described in detail. As the input is
raw data with a heterogeneous schema and a general data model, the relevant domains
are identified based on the input data, and the domain paper in the corpus is selected.
This method is developed to achieve a domain specific schema matching. Therefore, we
first identify the domain of the schema matching process. In our use case, the energy
domain is the relevant domain for this paper. There are two possibilities to determine
the domain if the domain is not pre-defined. First, the keywords of the application
domain are provided manually, which is usually the case if the domain expert works in
one specific domain and knows exactly what is the data. Second, the domain keywords
are extracted from the input data based on the keyword extraction method (e.g., Sharma
and Li 2019 and Beliga et al. 2015). The corpus data containing domain specific key-
words are extracted with help of the pre-defined S20RC metadata. After preprocessing
the domain paper, the generated training data are used in the domain language model.
After the training, the language model is used in the dataset level matching and attribute
level matching as a matcher. Although there have been many benchmark datasets with
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homogeneous schema in the generic domain (Wang et al. 2021), heterogeneous schema
data in the energy domain is still missing. The preprocessing step removes all special
symbols, separates the connected phrases, and ensures the uniformity of word case (e.g.,
"idStation’ to 'id station’). The overview of the process is illustrated in Fig. 2.

Domain corpus

After identifying the domain of the raw data and data model, corpus data used for train-
ing data is selected and generated based on the keyword. A large corpus S20RC (Lo
et al. 2020) contains 81.1 million English-language academic papers spanning many aca-
demic disciplines. This general-purpose corpus for NLP and text-mining research over
scientific papers are supported by the Semantic Scholar search engine. S20RC intro-
duces the sources, which these papers are derived from. In addition to trusted article
sources, S20RC also has advantages over the traditional IEEE and DBLP in construction.
They break ties by minimizing the total number of sources from which they select meta-
data. With the help of metadata, 20 fields of study can be easily located and extracted.
Instead of directly extracting the original papers, all the articles only kept the text part
and remove all figures, tables, and references.

Based on the collected data, we fixed the training paper domain to energy. Since the
energy domain is not included in the 20 fields in S20RC, we extracted all abstracts and
papers containing the word ‘energy’ separately. Finally, we processed these articles into a
text file with a size of 1.40 GB, comprising 636,132 bodies of text and 554,240 abstracts.
It is important to note that the numbers are inconsistent since we did not extract articles
along with abstracts if the word “energy” wasn't present in both.

Pre-trained language model

Currently there is no Bert model in the energy domain, although the advantage of such
a domain-specific model has been proved in Lee et al. (2020) and Beltagy et al. (2019).
Tai et al. (2020) provides a method to extend the existing model by adding the domain-
specific vocabulary in the tokenizer. To collect the existing energy domain vocabulary,
we identified two categories of resources: data model (e.g. FIWARE (https://www.fiware.
org/smart-data-models/) and EPC4EU Serna-Gonzalez et al. 2021) and ontology (e.g.
Brick Balaji et al. 2018 and SAREF Daniele et al. 2015). Those vocabularies first need
to go through the preprocessing step to be divided into word pieces (e.g. in FIWARE
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Fig. 2 Schema matching process overview


https://www.fiware.org/smart-data-models/
https://www.fiware.org/smart-data-models/

Pan et al. Energy Informatics 2023, 6(Suppl 1):22 Page 6 of 10

energy data model “phaseType” to “phase type”) and the overlapped word needs to be
removed (e.g. “building” in Brick and “building” in FIWARE building data model). Those
are summarized and integrated into the BERT model vocabulary. In total, 460 additional
tokens are added into the original vocabulary. Additionally, two energy domain pre-train
language models are developed based on energy domain vocabulary, which are Energy
Bert and Energy Sentence Bert.

Energy Bert
The Energy Bert starts with the basic structure of Bert like BioBert and SciBert and
adjusts the training method as follows to improve the ability in the energy field.

o Dynamic masking and larger batch size In Zhuang et al. (2021), a robustly optimized
BERT pre-training approach (RoBERTa) uses a new masking method called dynamic
masking to make full use of semantic information contained in the corpus. This
method performs several random masking on one sentence and uses the masked
sentences to train in different epochs. This approach is used in our training process
to utilize the domain corpus.

+ No NSP Next Sentence Prediction (NSP) is a binary classification loss for predicting
whether two segments follow each other in the original text. However, in RoBERTa,
the authors questioned the necessity of the NSP loss. Instead of using the NSP loss,
they trained the Bert model only with Masked Language Model (MLM) task with
fine-tuning of parameters. The performance is even better than using NSP. The same
conclusion is also mentioned in the article of Spanbert (Joshi et al. 2020). In addition,
since NSP is more applied to QA tasks, which is not so helpful with semantic match-

ing, in our experiment only MLM task is used for training.

Energy Sentence Bert

Because the goal of pre-trained language model is to help the schema matching process.
The model is used to calculate the semantic similarity between pairs. The Sentence Bert
is developed specifically for the text similarity and also achieves a good performance in
the previous study (Pan et al. 2022). Therefore, Sentence Bert is used as starting point for
the developed Energy Sentence Bert.

However, sentence pairs used for training are expensive and difficult to produce, so
in our model, we adopted TSDAE method (Wang et al. 2021), which is also based on a
sentence transformer to train our data. Sequential Denoising Auto-Encoder (TSDAE)
trained unsupervised sentence embeddings by adding a certain type of noise into the
encoder layer and then reconstructing the vectors into the original input.

Dataset level matching

All the steps above generate the domain-specific language model. The actual matching
process starts with the generation of pairs sets: dataset pairs, which consist of the data-
set in the raw data with the entity in the data model and attribute pairs, which consist
of attributes in the raw dataset with attributes in the entity. We then apply these mod-
els to the dataset pairs and calculate the semantic similarity. The method of calculating
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similarity is to create embeddings of the pairs, which are then passed through an atten-
uation mechanism and mean-pooling method to obtain their features by creating an
embedding vector. The semantic similarity is calculated by computing the cosine similar-
ity between the embedding vectors. In this part, the models and tokenizers are obtained
from the pre-trained models mentioned above. The dataset-level matching calculates the
similarity for the dataset pairs and matches the most similar dataset. After the dataset-
level matching, the attributes between the most similar dataset pairs are compared and
the most similar attribute pairs are found. With this two-step matching, the computa-
tional time is significantly reduced, as the attribute-level matching only needs to com-
pare the most probable dataset pairs rather than all the datasets.

Attribute level matching

The attribute level matching utilizes the pre-trained language model and the results
from dataset level matching to match the attribute pairs. The pre-trained language
model calculated the semantic similarity of the attribute pairs. A threshold value is set to
0.3 according to Pan et al. (2022), if the similarity is smaller that 0.3, the similarity score
will be 0. This method is used to avoid data noise. Finally, a mapping table is generated
based on the attribute level and dataset level results, which contain the matched entities
between raw data and data model.

Results

In this section, the datasets for schema matching, the pre-training setups, and the exper-
imental results are discussed in detail. The experiment evaluates the performance of the
developed Energy Bert model in schema matching problems. It contains the following
two experiments. The dataset level matching experiment compares the developed model
with the baseline model. The second experiment focuses on the vocabulary overlap
between the developed model with the raw data and the baseline model, which provides
a more insightful explanation of the model performance.

Dataset for schema matching

In this paper, the datasets are collected from 11 different energy network operators,
energy suppliers and building energy management companies. The total number of
raw data is 25 tabular datasets, which contain 140 attributes. 28 entities are in the data
model and the total number of attributes in all the entities is 755. As a preparation for
the experiment, one entity attribute has been found for each attribute in raw data manu-
ally. However, not every raw data could be matched with a suitable attribute in reality
and one raw data could also correspond to multiple attributes. In this case, we only take
the semantically closest group and vice versa.

Pre-training setups

For the pre-training of Energy Bert, the epoch of 2, the learning rate of 2e-5, batch size
of 32 and drop out of 0.1 is selected according to the default setting. For the pre-train-
ing of Energy Sentence Bert, it trained with TSDAE method and applied STSB (The
Semantic Textual Similarity Benchmark) to validate the cosine similarity scores. For the
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pre-training of Energy Sentence Bert, the epoch of 1, batch size of 8 and max sequence
length of 75 are selected.

The hardware used for training is one NVIDIA V100 (40GB) GPU. It takes nearly seven
days to pre-train Energy Bert and nearly one day for Sentence Energy Bert. All models
with their corresponding tokenizers used in training are loaded from Huggingface.

Dataset level matching experiment

The dataset level matching experiment compares the developed model with the baseline
model. COMA is selected as a baseline model for the schema matching task. COMA
provides a straightforward algorithm and user friendly GUIL. BERT is selected as the
baseline model for the pre-trained language model. Because it is the most widely used
baseline model and compared in the most of literature in recent years. Another power-
ful language model is GPT (Generative Pre-trained Transformer) model. GPT is more
suitable for task like text generation or dialogue applications, which is not considered
as a baseline model for schema matching. In this part, the two pre-trained Energy Bert
models and the baseline model are compared in the dataset level matching process. The
results show in Table 1. The precision of COMA is higher than the recall of COMA.
Because the dataset is collected from different European countries for example it con-
tains Latvian (e.g. paterin§ means consumption), which is not supported in COMA. The
Energy Bert compared with the original Bert model further improve the F1 score from
0.571 to 0.714 (14.3 percent higher). The Energy Sentence Bert, which used the same
corpus as Energy Bert, but with TSDAE for training, achieved the best result. This shows
the Sentence Bert model is more suitable for the schema matching task.

Vocabulary overlap

In this part, we compare the overlap rate of the vocabulary between the original BERT
base model and raw data. The vocabulary file of BERT model works as a dictionary,
which indicates how much content a model has. In addition to single words, there are
also word pieces denoted by the character “##” If a part of the token already exists in
the vocab, the token will continue to be divided. After the division, except for the first
part, other parts will be added with “##” In the following calculation of overlap rate
the impact of “##” is ignored and treated as normal words. We split the vocab into a
list and the overlap rate is calculated by the length of the same part in two compared
lists, which is divided by the total length of the BERT model. By calculating the over-
lap rate between vocab from models and our raw data, the denominator is the length
of the model. By BERT base model and other kinds of models, the denominator is the
BERT model. The results are shown as followed. The overlap rate of Bert and raw data

Table 1 Dataset level matching results

Model Recall Precision F1 score
COMA 0.164 0.5 0.247
BERT 0516 0.640 0571
Energy Bert 0.645 0.8 0.714

Energy Sentence Bert 0.677 0.84 0.75
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is 21.759%. The overlap rate of energy domain papers and raw data is 42.361%, which
means the energy domain papers provide much more meaningful training data com-
pared with BERT model. This provides an explanation of why Energy BERT achieved a
better performance in the dataset level matching experiment. The energy domain paper
contains more domain-specific vocabulary compared with the general language model.
This proves that our approach can select the meaningful domain-specific corpus to train
the language model.

Conclusion and future work

This paper developed the new automatic schema matching process with the energy
domain pre-trained language models. Energy Bert and Energy Sentence Bert are pre-
trained with the energy domain paper in S20RC corpus. After the integration of the
energy domain language model, the schema matching process achieved a better result
in terms of accuracy compared with the baseline model. This shows the importance of
further research on domain special schema matching with pre-trained language models.
The advantage of language models is their universal applicability. The developed Energy
Bert is applied for the specific task schema matching. In the future, other semantic data
related applications with Energy Bert will be further evaluated.
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